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Chapter 1

Neutrino Astronomy

Although neutrinos are produced ubiquitously in the cosmos, the catalog of confirmed

astrophysical neutrinos sources consists of only Supernova 1987A and the Sun. This leaves

much uncharted territory.

The unique properties of the neutrino make them suitable as an astrophysical messenger.

Interacting only via the weak force, their low cross-section allows them to travel astronomical

distances without experiencing significant absorption. Neutral in charge, neutrinos follow

straight paths through space even in the presence of magnetic fields. If astrophysical neutri-

nos are observed, they are guaranteed to point back to their location of origin.

Neutrinos are produced in hadronic interactions. Their existence was first hypothesized

in 1930 by Wolfgang Pauli to solve the outstanding problem of conservation of momentum

and energy in beta decay [1]. It wasn’t until 26 years later that the first neutrinos were

actually detected by the Cowan-Reines nuclear reactor experiment [2]. Common processes

that produce neutrinos include beta decay, nuclear fission and fusion, and proton-proton

(pp) collisions. On Earth, neutrinos are produced in nuclear reactors, particle accelerators,

radioactive decays in the Earth’s crust, and in collisions of cosmic rays with the Earth’s

atmosphere. Figure 1.1 shows the flux of expected neutrinos over 25 orders of magnitude in

energy.

In astrophysical environments, neutrinos probe di↵erent phenomena from those normally

observed in electromagnetic radiation. Nuclear fusion in the Sun produces neutrinos that
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Figure 1.1: Expected and measured fluxes of neutrinos. Solar and supernova neutrinos

peak in the MeV range, while neutrinos produced by cosmic ray interactions in the Earth’s

atmosphere dominate at GeV�TeV energies. This thesis is mainly concerned with neutrinos

at TeV energies and above, where contributions from astrophysical sources such as supernova

remnants and active galactic nuclei are hypothesized. Plot taken from [3].



3

carry information about the temperature and composition of the core. Solar neutrinos were

first observed in the 1960s by the Homestake experiment [4], which found a deficit of neutrinos

with respect to the expectations from the Standard Solar Model. Known as the solar neutrino

problem, this anomaly was not resolved until the discovery of neutrino oscillations by the

Super-Kamiokande experiment [5] and the Sudbury Neutrino Observatory [6]. An image of

the neutrino emission from the Sun is shown in Figure 1.2.

The collapse of a massive star and resulting supernova explosion produces a burst of

neutrinos [7]. The only supernova neutrino burst yet observed was Supernova 1987A, formed

by the death of a blue supergiant star in the Large Magellanic Cloud. Three neutrino

detectors - Kamiokande II, IMB, and Baksan - observed significantly elevated neutrino rates

over a 13 second interval, approximately 2 hours before light from the explosion reached

Earth. This not only confirmed the general mechanism of stellar collapse, but also provided

robust limits on the neutrino mass, charge, and velocity [7].

This thesis is mainly concerned with astrophysical neutrinos at TeV energies and above [3,

8–11]. Until quite recently, such neutrinos had never been observed. However, IceCube has

observed an excess of high-energy events that is inconsistent with the backgrounds but

consistent with a di↵use flux of high-energy astrophysical neutrinos [12, 13]. The observed

flux follows an energy spectrum of E2�(E) = 1.5⇥10�8(E/100TeV)�0.3 GeVcm�2s�1sr�1, is

consistent with isotropic expectations, and appears to follow a 1 : 1 : 1 neutrino flavor ratio.

While this marks the beginning of high-energy neutrino astronomy, the sources of this flux

remain unknown.

Neutrinos, being electrically neutral, cannot themselves be accelerated to high-energies.

High-energy neutrinos must therefore be produced in the interactions of high-energy hadrons

or the decay of very massive particles. Cosmic rays therefore provide a natural production

mechanism for high-energy astrophysical neutrinos. Here we provide a survey of the prop-

erties of cosmic rays, cosmic-ray-induced neutrino production mechanisms, and potential

sources of Galactic and extragalactic high-energy neutrinos.
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Figure 1.2: Image of neutrino emission from the Sun in data from the Super-Kamiokande

experiment [5]. Brighter colors represent higher fluxes, and the image shows 90� ⇥90� region

of sky around the sun. Image credit: R. Svoboda and K. Gordan.
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1.1 The Origin of the Cosmic Rays

Cosmic rays are protons and nuclei originating from beyond the Earth, and they were first

discovered by Victor Hess via a series of balloon experiments in 1911. These measurements

found the rate of ionizing radiation increased at higher altitudes, signifying the origin of the

radiation must be beyond the Earth [14].

Since their discovery over 100 years ago, much has been learned about the energy, com-

position, and angular distribution of cosmic rays. Their observed energy spectrum (Figure

1.3) extends from ⇠ GeV to ⇠ 1011 GeV. The highest energy single particles ever observed

are cosmic rays. The spectrum nearly follows a single E�2.7 power law over these 11 orders

of magnitude, suggesting a common acceleration mechanism for the entire population.

The spectrum does, however, have a number of features. A break around 3 ⇥ 106 GeV

is referred to as the “knee”, and a spectral hardening at ⇠ 109 GeV is referred to as the

“ankle”. Cosmic rays below the knee are primarily protons, while heavier elements may

dominate at higher energies [15, 16].

The spectral features likely signify the transition from a population of Galactic cosmic

rays to extragalactic cosmic rays [10, 17]. At energies above the knee the gyroradius of

the proton becomes larger than the size of the Galaxy, creating a softer spectrum because

higher energy particles are more likely to escape. The shape of the knee is likely caused by

a change in composition towards heavier nuclei, since higher-charge particles require higher

energies to escape. At energies above the ankle, Galactic source classes are not believed to

have the required magnetic field strength and size to accelerate particles [18]. Additionally,

the observed angular distribution of the highest energy cosmic rays shows no significant

correlation with the galaxy, suggesting an extragalactic origin [19, 20]. If the particles were

created locally, the deflections from Galactic magnetic fields would not be large enough to

explain the data.

A spectral cuto↵ in the cosmic-ray spectrum is observed at 4 ⇥ 1019 eV [21]. This is

believed to evidence of the Greisen-Zatsepin-Kuzmin (GZK) mechanism, in which cosmic



6ANRV391-NS59-15 ARI 16 September 2009 15:36

Energy (eV)

LEAP
Proton
AKENO
KASCADE
Auger SD
Auger hybrid
AGASA
HiRes-I monocular
HiRes-II monocular

Knee

Ankle

105

10 2

10–1

10–4

10–7

10–10

10–13

10–16

10–19

10–22

10–25

10–28

Fl
ux

 (m
2  sr

 s 
G

ev
)–1

109 1010 1011 1012 1013 1014 1015 1016 1017 1018 1019 1020 1021

Figure 1
Overview of the cosmic ray spectrum. Approximate energies of the breaks in the spectrum commonly
referred to as the knee and the ankle are indicated by arrows. Data are from LEAP (4), Proton (5), AKENO
(6), KASCADE (7), Auger surface detector (SD) (8), Auger hybrid (9), AGASA (10), HiRes-I monocular
(11), and HiRes-II monocular (11). Scaling of LEAP proton-only data to the all-particle spectrum follows
(12).

www.annualreviews.org • The Highest-Energy Cosmic Rays 321

A
n

n
u

. 
R

ev
. 

N
u

cl
. 

P
ar

t.
 S

ci
. 

2
0

0
9

.5
9

:3
1

9
-3

4
5

. 
D

o
w

n
lo

ad
ed

 f
ro

m
 w

w
w

.a
n

n
u

al
re

v
ie

w
s.

o
rg

b
y

 U
n

iv
er

si
ty

 o
f 

W
is

co
n

si
n

 -
 M

ad
is

o
n

 o
n

 0
2

/2
7

/1
3

. 
F

o
r 

p
er

so
n

al
 u

se
 o

n
ly

.
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air shower experiments, and is taken from [16].
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rays are absorbed on cosmic microwave background (CMB) photons via the �+ resonance

(see Section 1.2.1) [22, 23]. This energy loss process limits the propagation of high-energy

protons to ⇠50Mpc (the GZK Horizon).

The mechanism by which cosmic rays acquire such extreme energies is still an active

area of research. The baseline model for most scenarios is called the first-order Fermi pro-

cess [24,25]. In this process, charged particles are magnetically contained near an astrophys-

ical shock front. A shock front is characterized by an abrupt change in density and pressure

and is formed when the speed of material exceeds the speed of sound in the medium. Par-

ticles bounce back and forth across the shock front as it expands, gaining energy with each

crossing [26]. This process is dominated by magnetic interactions - particles are reflected

across the shock not due to collisions with other particles but due to scattering o↵ inho-

mogeneities in the magnetic field on either side of the shock. Assuming particles gain a

fractional amount of energy with each crossing and escape from the shock probabilistically,

this resulting particle energies naturally form a power-law spectrum [26]. In strong shocks,

where the shock speed is much faster than the speed of sound, an E�2 energy spectrum is

predicted by this mechanism. Recent work in simulating the microphysics of these processes

suggest deviations from straight power law spectra are also possible [27].

The Fermi mechanism requires that particles are magnetically confined in the source

region for su�cient time to reach the required energies. A source of size R and magnetic

field strength B can accelerate particles with charge Z to an energy Emax [10]:

Emax ⇠ 1018eV �
s

Z
⇣ B

µG

⌘ ⇣ R

kpc

⌘
. (1.1)

�
s

is the relative velocity of the shock wave. This is visualized in the so-called Hillas diagram,

an example of which is shown in Figure 1.4.

1.2 High-energy Astrophysical Messengers

To observe sources of high-energy cosmic rays, an observer can use the arrival directions

of the cosmic rays themselves. However, since cosmic rays are charged their velocities will
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change as they pass through magnetic fields. At most energies, cosmic-ray arrival directions

are expected to be completely randomized upon reaching Earth due to Galactic magnetic

fields. This is true to first order, although anisotropies of one part in 104 have been ob-

served [29,30]. At EeV energies, the total deflection after traveling from the source to Earth

may be only a few degrees, although the exact amount depends not only on the charge and

energy of the particle but also on the exact configuration of the magnetic field [9, 31].

Searching for indirect evidence of cosmic-ray acceleration using secondaries produced in

cosmic-ray interactions may provide more robust evidence for a source (Figure 1.5). When

high-energy hadrons interact with matter or photons near the source, charged and neutral

pions are produced. These pions generally decay before interacting, producing gamma rays

in the case of neutral pions and neutrinos in the case of charged pions. These gamma rays

are observed by space-based and ground-based telescopes. However, multiple astrophysi-

cal processes create high-energy gamma rays. Electrons can also be accelerated via Fermi

acceleration, resulting in synchrotron emission in Radio wavelengths and inverse-Compton

emission at MeV�TeV energies [26]. While this emission follows a unique energy spectrum

with parameters that can be constrained with lower-energy observations, attempts to dis-

ambiguate hadronic emission from leptonic emission is often di�cult. Recently, the Fermi

satellite has found compelling evidence for hadronic interactions using 100-MeV gamma rays

from two supernova remnants interacting with molecular clouds [32]. However, attempts to

fit gamma-ray emission at higher energies requires many model assumptions [26,33–35]. This

method has not yet unambiguously discovered a high-energy cosmic-ray source. Addition-

ally, gamma-rays can be absorbed by interstellar dust and intergalactic radiation fields [36],

greatly suppressing the flux of TeV � PeV gamma rays available to observe.

An observation of TeV-EeV neutrino emission from a source would, however, provide

unambiguous evidence for cosmic-ray interactions. The following section reviews neutrino

production mechanisms.
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Figure 1.5: Diagram of multi-messenger astronomy. Sources can emit cosmic rays, photons,

and neutrinos. Cosmic rays are deflected by magnetic fields before being observed by air

shower arrays. High-energy photons are detected by space-based and ground-based tele-

scopes, but can be absorbed by dust or low-energy background photons. Neutrinos travel

straight from the source to Earth without absorption. Image credit: Wolfgang Rhode.
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1.2.1 Neutrino production

After being accelerated in astrophysical sources, cosmic rays can produce neutrinos by

colliding with surrounding matter or photons. The dominant interactions are [10]:

p� (! �+) !
8
<

:
p+ ⇡0

n+ ⇡+

pp !
8
<

:
p+ p+ ⇡0

p+ n+ ⇡+

For n� or pn interactions, ⇡� particles are created instead of ⇡+.

Charged pions have a mean lifetime of 10�8 seconds, decaying via the weak interaction

to a muon and a muon neutrino. The muon will then also decay, producing additional

neutrinos. Neutral pions decay electromagnetically to two gamma rays [10]:

⇡+ !µ+ + ⌫
µ

µ+ ! e+ + ⌫
e

+ ⌫̄
µ

⇡� !µ� + ⌫̄
µ

µ� ! e� + ⌫̄
e

+ ⌫
µ

⇡0 !��

This process produces neutrinos with the flavor ratio of ⌫
e

: ⌫
µ

: ⌫
⌧

= 1 : 2 : 0 at the source.

However, neutrinos oscillate as they propagate through space. For distances much larger

than the oscillation length, oscillation probabilities are averaged and the resulting flavor

ratio at Earth will be approximately 1 : 1 : 1 [10, 37]. The typical energy of each neutrino

follows E
⌫

⇠ 1/4 E
⇡

⇠ 1/20 E
p

, so protons at the cosmic ray knee (few PeV) will create

⇠ 100TeV neutrinos [11,38].
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1.3 Potential Sources of High-Energy Neutrinos

The Hillas diagram (Figure 1.4) shows a few classes of objects capable of accelerating

cosmic rays to high energies. Here we consider Galactic and extragalactic objects in more

detail.

1.3.1 Galactic Sources

Supernova Remnants (SNRs) are expanding shells of matter left over after a stellar

explosion. The stellar material ejected from the supernova forms a shock wave that

expands into interstellar space at thousands of kilometers per second for a duration of

tens of thousands of years [39]. They are observed across the electromagnetic spectrum

(Figure 1.6) [32, 34, 39]. Electrons are accelerated in the shock front via the Fermi

process, producing radio and x-ray emission via synchrotron radiation. The > MeV

emission could originate from inverse-Compton scattering, bremsstrahlung, or neutral

pion decay. While SNRs were one of the first proposed sources of cosmic rays [40], the

hadronic origin of the gamma-ray emission in most SNRs is ambiguous at best. The

exception are Fermi observations of SNRs interacting with molecular clouds [32]. SNRs

are therefore predicted to be neutrino sources in which cosmic rays are accelerated in

and interact near the shock front [41–46].

Pulsars and Pulsar Wind Nebulae (PWN) Pulsars are rapidly rotating, highly

magnetized neutron stars. They emit beamed radiation along their spin axis, creating

periodic, “pulsed” emission patterns when observed from Earth. They are observed in

radio, x-rays, and gamma-rays [47]. The pulsar wind surrounds the neutron star and

interacts with surrounding material to produce a shock front. A steady neutrino flux is

predicted from hadrons accelerated near the neutron star surface or in the pulsar wind,

and transient neutrino emission is also predicted when the pulsar is first created [48–

52]. The extragalactic population of pulsars may also generate an observable neutrino

flux [53].
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Binaries/Microquasars Microquasars are binary systems in which a compact object

accretes matter from a donor star. They often have relativistic jets and are charac-

terized by luminous x-ray emission, which is often time-dependent or periodic. Some

have been observed in TeV gamma-rays [54]. Internal shocks in the jet may accelerate

protons to TeV�PeV energies via the Fermi process. Neutrinos can then be produced

via p� interactions with synchrotron photons radiated by electrons accelerated in the

jet or x-ray photons from the surrounding accretion disk [55–58].

Di↵use Galactic Emission Neutrinos can also be produced as cosmic rays di↵use

through the Galactic disk. While Fermi acceleration predicts an E�2 energy spectrum

at the source, the cosmic ray spectrum steepens to ⇠ E�2.7 because propagation pro-

cesses such as energy losses and advection attenuate the flux at higher energies. Neu-

trinos may be produced when these cosmic rays interact with the interstellar medium,

creating a soft-spectrum flux coincident with the observed gamma rays emission within

±2.5� of the Galactic latitude b = 0 [8, 59–62]. Di↵use gamma rays are also observed

from large circular regions above and below the Galactic Center [63]. Dubbed the

Fermi bubbles, the origin of emission from this region is still unclear. If the emission is

due to hadronic interactions generated by star formation activity in the central region

of the Galaxy, neutrino emission would be expected [64–69].

Dark Matter is a hypothesized form of matter that has yet to be detected, although

there is significant evidence for its existence from galaxy rotation curves, gravitational

lensing, and observations of the CMB [70]. Dark matter may accumulate at the center

of astronomical bodies including the Earth, Sun, Galactic Center, and dwarf galaxies.

Many dark matter models predict TeV � PeV particles that could produce neutrinos

via decay or annihilation [71–73]. While many such neutrino sources would have large

spatial extensions, some could appear as point sources. The analyses presented in this

thesis were not optimized to discover dark matter but are sensitive to neutrino fluxes

in the relevant energy range for some models.
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Figure 1.6: Electromagnetic observations of Tycho’s supernova remnant. Left: The x-ray

false color image from the Chandra observatory shows synchrotron emission from electrons

accelerated in the expanding shock (blue). Image credit: NASA/CXC/Rutgers/J.Warren &

J.Hughes et al. Right: TeV gamma-ray spectrum measured by VERITAS, with an E�1.95

power-law fit. While the hadronic or leptonic origin of the gamma-rays cannot be determined

unequivocally, the leptonic model requires a lower magnetic field than other observations [34]

while the hadronic model from [74] is consistent with the data. Figure from [34].

1.3.2 Extragalactic Sources

Active Galactic Nuclei are extremely luminous galaxies with accretion disks sur-

rounding the supermassive black hole at their centers. Many are observed to have

relativistic collimated outflows called jets. They are observed across the electromag-

netic spectrum and many have time-dependent emission with periods of enhanced

activity lasting for days or weeks. Cosmic rays are hypothesized to be accelerated up

to EeV energies in shocks formed either by infalling matter near the AGN core or by

colliding matter in the jets [75, 76]. These cosmic rays may then interact with x-rays

and other photons in the AGN or nearby, producing a flux of high-energy neutrinos

and photons [77–82].
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Starburst Galaxies have intense star formation activity thought to be triggered by

galaxy mergers [83]. The elevated star formation rate endures for millions of years,

leading to higher than average supernova rates. As discussed above, SNRs are likely

sources of cosmic ray acceleration. Starburst galaxies may e↵ectively act as calorime-

ters if this cosmic-ray population interacts with the interstellar medium, leading to

neutrino production via pp interactions [33, 84–88]. The neutrino flux would likely

have a cuto↵ in the PeV energy range due to the maximum energy of the SNRs.

Galaxy Clusters are hypothesized to accelerate cosmic rays in Mpc-scale shocks

formed by accretion of matter onto the cluster or in termination shocks of galactic

winds [89, 90]. Such cosmic rays could then create neutrinos and gamma rays after

interacting with the inter-cluster medium or background photon population [91, 92].

While some galaxy clusters could be observed as point sources, many of the closest

clusters have extents of a few degrees.

Gamma-Ray Bursts are the most luminous sources in the universe. These transients

emit gamma-rays over milliseconds to hundreds of seconds, and are thought to be

caused by massive star collapse or compact objects collisions [9]. This is theorized

to create a relativistic fireball consisting of electrons, gamma-rays, and baryons [93].

As the fireball expands cosmic rays could be accelerated in strong shocks formed by

colliding shells of plasma. Neutrinos are then produced when these cosmic rays interact

with gamma rays inside the fireball. Neutrino production is predicted to be dominated

by the �+ resonance and peak in the PeV range [93–98]. So far, no neutrinos have

been observed to be coincident with gamma-ray bursts, constraining many models [99].

GZK Neutrinos The cosmic-ray spectrum has a cuto↵ at 4⇥ 1019 eV. This is consis-

tent with cosmic-ray absorption on the CMB via the GZK mechanism, in which cosmic

rays lose energy via p� interactions at the �+ resonance. This process also creates EeV

neutrinos [100]. If the cosmic rays creating these neutrinos are energetic enough to not

be deflected by intergalactic magnetic fields, GZK neutrinos point back to cosmic-ray
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sources. GZK neutrino fluxes depend on the cosmic-ray flux and composition and the

CMB spectrum [101–103]. Most models predict hard-spectrum neutrino fluxes peak-

ing at EeV energies, while a heavier cosmic ray composition would create a lower flux

peaking at lower energies.
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Chapter 2

High-Energy Neutrino Detection

Current observations and theories generate abundant opportunities for producing high-

energy neutrinos, but actually detecting these particles is another matter. Since neutrinos

only interact via the weak force, their cross-section is much smaller than other leptons. Ex-

pected di↵use fluxes of astrophysical neutrinos are small enough to require cubic-kilometer-

scale detectors [78]. Here we review properties of neutrino interactions and their observa-

tional signatures.

2.1 Neutrino-nucleon Interactions

Neutrinos interact by exchanging aW or Z boson with other weakly-interacting particles.

The interaction of neutrinos with nucleons is most relevant to the detection of astrophysical

neutrinos. Neutrinos collide with the quarks comprising protons and neutrons. There are two

main channels through which this occurs. Charged-current interactions involve the exchange

of a W boson and produce a charged lepton of the same flavor as the neutrino. In neutral-

current interactions the neutrino and nucleon exchange a Z boson, and no charged lepton is

produced. Feynman diagrams of these processes are shown in Figure 2.1.

Figure 2.2 shows the total neutrino-nucleon cross-section as a function of neutrino energy.

The cross-section is ⇠ 7 � 10 orders of magnitude smaller than the cross-section for pp

collisions [104]. At higher neutrino energies, the interaction is dominated by scattering o↵

sea quarks that carry a small fraction of the nucleon’s total momentum (a low value of

Bjorken x). The sea quark contribution increases at higher collision energies and lower
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Figure 2.1: Feynman diagrams for neutrino-quark charged-current (top row) and neutral-

current interactions (bottom row). Charged-current interactions create charged leptons ac-

companied by hadronic cascades, while neutral-current interactions only create the hadronic

component.

values of Bjorken x, causing the total cross-section to increase as well. Below 104 �105 GeV,

the cross-section is proportional to the incoming neutrino energy. Above this energy the

momentum transfer of the interaction Q2 is much greater than the W/Z boson mass. Since

the cross-section is inversely proportional to the W/Z boson propagator, which goes as

Q2 +M2
W/Z

, the propagator reduces the cross-section at high energies [105].

While neutrino-nucleon interactions are the dominant detection channel for most high-

energy neutrino detectors, interactions with electrons can also contribute. They are mostly

subdominant because the electron mass is 1000 times smaller than the proton mass. However,

when a 6.3PeV ⌫̄
e

scatters o↵ an electron, an “on-shell” W� boson is produced via ⌫̄
e

+e� !
W�. The cross-section is greatly enhanced by this resonance, dominating over the neutrino-

nucleon cross-section by a factor of 300 [105]. This is known as the Glashow resonance [107],

and only e↵ects ⌫̄
e

. In principle, a similar resonance occurs for ⌫
e

scattering o↵ positrons
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Figure 2.2: Neutrino-nucleon cross-section as a function of energy [105, 106]. The shaded

band shows the uncertainty on the calculation from [106], which is ⇠ 10% for neutrinos in

IceCube’s energy range. Figure from [106].

and ⌫
µ

scattering o↵ muons, but the neutrino detectors considered here only have nucleon

and electron targets.

2.2 Detecting Charged-current ⌫
µ

Interactions

Charged-current ⌫
µ

interactions produce muons via ⌫
µ

(⌫̄
µ

) + q ! µ⌥ + q0. These muons

travel are of su�cient energy to in straight lines without being perturbed by the Earth’s

magnetic field. Muons radiate energy via continuous losses such as ionization and stochastic

losses from bremsstrahlung, photo-nuclear interactions, and e+e� pair production. By plac-

ing an array of photosensors in a clear medium, these particles can be observed as linear,

track-like light patterns, and are referred to as “tracks”. Figure 2.3 shows the energy loss

rate as a function of muon energy. At GeV energies, the energy loss rate is relatively constant

and is dominated by ionization losses. At energies above ⇠ 1TeV stochastic loss mechanisms

dominate and the loss rate is proportional to the muon energy. In ice, the energy loss rate

can be parametrized as

�dE

dx
= a+ bE. (2.1)
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Figure 2.3: The “Bethe-Bloch” function describing muon energy loss as a function of muon

energy. At GeV energies, energy loss is dominated by ionization and is mostly independent of

energy. Above TeV energies, stochastic losses from e+e� pair production and bremsstrahlung

dominate. The energy loss rate is proportional to the muon energy, allowing detectors to

reconstruct the energy based on the amount of observed light. Figure from [104].

The first term represents the energy-independent loss rate due to ionization, where a ⇡ 0.26

GeV per meter of water-equivalent (mwe). The second term describes the stochastic loss rate,

which is proportional to energy with b ⇡ 3.6⇥ 10�4/ mwe in ice [108]. With this energy loss

rate, high-energy muons are able to travel through many kilometers of ice before dropping

below the Cherenkov threshold (Figure 2.4). This means the e↵ective detector volume for

muon neutrinos is greatly enhanced by observing muons created outside the detector. If,

however, the ⌫
µ

interaction vertex is inside the detector volume, light can also be observed

from the hadronic cascade created when the target nucleon is broken apart by the incident

neutrino.



21

Figure 2.4: Mean length of charged particles in water as a function of energy. High-energy

muons can travel tens of kilometers, while electromagnetic and hadronic cascades lose all

energy over 10m. Taus travel approximately 50m for every PeV of energy. Figure from [109].

For most neutrino energies of interest, the neutrino-nucleon interaction is highly boosted

in the forward direction and the outgoing muon is nearly collinear with the incident neutrino.

Even if the neutrino interacts far outside the detector the direction of the muon is a good

proxy for the neutrino arrival direction. The average opening angle between the muon and

neutrino roughly follows ⇠ 0.7� ⇥ (E/TeV)�0.7 [8].

2.3 Detecting Charged-current ⌫
e

interactions

A charged-current electron neutrino interaction produces a free electron that initiates

an electromagnetic cascade in the ice. An electron bremsstrahlung loss creates a gamma

ray, which creates an e+e� pair. This process repeats until the e+e� pair drops below the

Cherenkov threshold or the gamma ray drops below the pair production threshold. Almost

the entire neutrino energy is deposited over a distance of ⇠ 10m (Figure 2.4). Part of the
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energy is also transferred to the struck nucleon, which initiates a hadronic cascade. The

electromagnetic and hadronic cascades are not separable in a sparsely-instrumented detector

such as IceCube.

Since all photons from the entire cascade are emitted over a < 10m path, an electro-

magnetic cascade appears as a spherical pattern of light in any detector instrumented with

distance scales greater than 10m. These are referred to “cascade events” throughout this

thesis. Additionally, since the Cherenkov emission is from many independent particles with

overlapping Cherenkov cones, the angular emission profile is broader than the emission from

muons [110].

2.4 Detecting Charged-current ⌫
⌧

interactions

Compared to muons, tau leptons have shorter lifetimes and lower energy loss rates. The

shorter lifetime leads to short track lengths (Figure 2.4). A PeV tau will only travel ⇠ 50m

before decaying. Taus decay to a tau neutrino and either a quark-antiquark pair or a lepton

pair. The hadronic decay occurs with a branching ratio of 65%, while ⌧ ! µ⌫
µ

occurs 15%

of the time [104]. At energies below a few hundred TeV, a charged-current ⌫
⌧

interaction

usually appears as a cascade since the hadronic cascade from the neutrino vertex is not

distinguishable from the hadronic cascade from the tau decay. This is indistinguishable

from neutral-current interactions or charged-current ⌫
e

interactions. If time structure from

the two hadronic cascades is di↵erentiable, “double pulses” may be observable in individual

DOMs.

At higher energies, where the tau lepton propagates a resolvable distance, four interaction

signatures are possible. A double-bang event occurs when both the ⌫
⌧

interaction and tau

decay occur inside the detector and would appear as two cascades separated by a dim track.

Due to the lower energy loss rate of taus (for example, the bremsstrahlung cross section

is suppressed by the mass of the particle squared), they appear like muon tracks with less

deposited energy. The large cascade energies and characteristic time di↵erence between the

cascades make the double-bang signature nearly background-free. However, it is likely that
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either the initial interaction or decay is outside the detector, creating a dim track preceded by

or followed by a large cascade. This is referred to as a lollipop or inverse-lollipop signature.

In the cases where the tau decays to a muon (15% branching ratio), a dim track appears to

suddenly becomes much brighter.

2.5 Detecting Neutral-current ⌫
x

interactions

Neutral-current interactions of all neutrino flavors create the same observational signa-

ture. The outgoing neutrino is not observed and the outgoing quark or anti-quark initiates

a hadronic cascade. An electromagnetic component may also be created via the produc-

tion of neutral pions, which decay to gamma-rays. On an event-by-event basis, hadronic

cascades are indistinguishable from electromagnetic cascades for detectors with relatively

sparse instrumentation density such as IceCube.

2.6 Cherenkov Radiation

High-energy neutrinos are ultimately detected via the charged particles they produce.

These charged particles travel faster than the speed of light in the medium, generating

radiation via the Cherenkov process. In a transparent medium, these photons are then

observed by photosensors.

Charged particles disrupt the electromagnetic field in the medium through which they

travel [112]. When these particles travel faster than the speed of light, a coherent shockwave

of electromagnetic radiation is produced (Figure 2.5). This e↵ect is analogous to the sonic

boom created by an airplane traveling faster than the speed of sound and the wake created

by a boat moving faster than the speed of water waves. Cherenkov light is emitted along a

cone, with a characteristic angle

cos ✓
c

=
1

�n(�)
. (2.2)
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Figure 2.5: Diagram of Cherenkov radiation. A particle traveling faster than the speed of

light in a medium generates coherent radiation. The radiation is emitted along a cone, with

an angle determined by the particle speed and the speed of light in the medium. Image

from [111].

where � = v/c is the relative velocity of the particle and n is the index of refraction of the

medium. For a relativistic charged particle traveling through ice, ✓
c

⇡ 41�. The photon yield

as a function of wavelength is given by the Frank-Tamm formula [113]

d2N

dxd�
=

2⇡↵

�2

✓
1 � 1

�2n2(�)

◆
, (2.3)

where ↵ is the fine structure constant. The emission is peaked at shorter wavelengths, making

Cherenkov light appear blue.
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Figure 2. The Atmospheric- 

Neutrino Source

Collisions between cosmic rays and 

nuclei in the upper atmosphere can 

create high-energy pions (⇤). In the 

collision shown on the right, a ⇤�, ⇤ 0,

and other heavy particles (the hadronic

shower) are created. The ⇤ 0 decays

and produces gamma rays and leptons

the electromagnetic shower) but no

neutrinos. The ⇤� produces two muon

neutrinos (blue) and an electron 

neutrino (red). The collision shown on

he left produces a ⇤⇥, leading to the

production of two muon neutrinos and

an electron antineutrino. 

(The neutrino interaction cross sections, and hence the neutrino detection probability,

increases dramatically with energy.) Depending on the energy of the incident cosmic

ray and how its energy is shared among the fragments of the initial reaction, neutrino

energies can range from hundreds of millions of electron volts to about 

100 giga-electron-volts (GeV). (In comparison, the highest-energy solar neutrino

comes from the 8B reaction, with a maximum energy of about 15 MeV.) 

Muon neutrinos produce muons in the detector, and electron neutrinos produce

electrons, so that the detector signals can be analyzed to distinguish muon events

from electron events. Because the sensitivity of the detectors to electrons and muons

varies over the observed energy range, the experiments depend on a Monte Carlo

simulation to determine the relative detection efficiencies. Experimental results, 

therefore, are reported as a “ratio of ratios”—the ratio of observed muon neutrino to

electron neutrino events divided by the ratio of muon neutrino to electron neutrino

events as derived from a simulation:

R = 

If the measured results agree with the theoretical predictions, R = 1.

A recent summary of the experimental data is given by Gaisser and Goodman

(1994) and shown in Table II. For most of the experiments, R is significantly less

than 1: the mean value is about 0.65. (In the table, the Kamiokande and IMB III 

experiments identify muons in two ways. The first involves identification of the

Cerenkov ring, which is significantly different for electrons and muons. The second

involves searching for the energetic electron that is the signature for muons that have

stopped in the water detector and decayed. A consistent value of R is obtained using

either method.) Despite lingering questions concerning the simulations and some 

systematic effects, the experimenters and many other physicists believe that the 

observed values for R are suppressed by about 35 percent.

The Kamiokande group has also reported what is known as a zenith-angle depen-

dence to the apparent atmospheric-neutrino deficit. Restricting the data to neutrinos

that come from directly over the detector (a zenith angle of 0 degrees and a distance of

about 30 kilometers) yields R < 1.3 (that is, more muon to electron neutrino events are

observed than predicted by theory). Neutrinos that are born closer to the horizon (a

zenith angle of 90 degrees) and have to travel a greater distance to reach the detector

result in R < 0.5. Finally, neutrinos that have to travel through the earth to reach the

detector (roughly 12,000 kilometers) result in an even lower value for R. The apparent

(⇧⌅ ⇧
e
) observed

��
(⇧⌅ ⇧

e
) simulation

Table II. Results from the Atmospheric Neutrino Experiments

Experiment Exposure R

(kiloton-year)

IMB I 3.8 0.68 ⌃ 0.08

Kamiokande Ring 7.7 0.60 ⌃ 0.06

Kamiokande Decay – 0.69 ⌃ 0.06

IMB III Ring 7.7 0.54 ⌃ 0.05

IMB III Decay – 0.64 ⌃ 0.07

Frejus Contained 2.0 0.87 ⌃ 0.13

Soudan 1.0 0.64 ⌃ 0.19

NUSEX 0.5 0.99 ⌃ 0.29

.

The result of the Kamiokande experiment will be tested in the near future by

super-Kamiokande, which will have significantly better statistical precision. Also,

the neutrino oscillation hypothesis and the MSW solution will be tested by the

Sudbury Neutrino Observatory (SNO) experiment, which will measure both

charged- and neutral-current solar-neutrino interactions.

Evidence from Atmospheric Neutrinos. Upon reaching the earth, high-energy

cosmic rays collide violently with nuclei present in the rarefied gas of the earth’s

upper atmosphere. As a result, a large number of pions—⇤⇥, ⇤0, and ⇤�—are

produced (see Figure 2). These particles eventually decay into either electrons or

positrons and various types of neutrinos and antineutrinos. (A large number of

kaons are also produced by cosmic rays in the upper atmosphere, and these 

particles also eventually decay into various leptons.)  As seen in Figure 2, the

decay of either positive or negative pions results in the eventual production of 

two muon neutrinos (⇧⌅ and ⇧�⌅) but only one electron neutrino (either ⇧
e

or ⇧�e
).

Experimenters, therefore, expect to measure two muon neutrinos for each 

electron neutrino. 

Atmospheric neutrinos are orders of magnitude less abundant than solar 

neutrinos, but can be readily detected because they have very high energies. 

Figure 2.6: Diagram of a cosmic-ray air shower. The flux of muons and neutrinos from

the hadronic component forms the dominant background for most astrophysical neutrino

searches. Image from Los Alamos Science, 25, 1997.
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2.7 Backgrounds to detecting astrophysical neutrinos

In most high-energy neutrino detectors, the interactions of astrophysical neutrinos are

buried under a background of atmospheric muons and atmospheric neutrinos from cosmic-

ray air showers. The flux of protons and higher charged nuclei hitting the atmosphere creates

muons and neutrinos [114]. This process is the same process that governs the production

of neutrinos in a source. Nucleon-nucleon collisions create hadronic and electromagnetic

cascades. The electromagnetic component is often initiated by the production of neutral

pions decaying to photons and is sustained by bremsstrahlung and e+e� pair production.

However, as the radiation length of electrons in dense materials is tens of centimeters, the

electromagnetic component does not penetrate to underground detectors. The hadronic

component, however, creates a high flux of muons and neutrinos via charged-pion decay

that can penetrate through kilometers of ice [114–116]. Figure 2.6 shows a schematic of a

cosmic-ray air shower.
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Chapter 3

The IceCube Neutrino Observatory

The previous chapter reviewed high-energy neutrino interactions, focusing on the interac-

tion products and their unique observational signatures. This chapter details the technology

and techniques implemented by the IceCube Neutrino Observatory to transform these inter-

action signatures into usable data.

The IceCube Neutrino Observatory is a cubic-kilometer-sized Cherenkov detector em-

bedded in the ice at the geographic South Pole [117]. Optimized to detect neutrinos above

TeV energies, it consists of 5160 photomultiplier tubes (PMTs) instrumented along 86 ca-

bles, called strings. Each PMT is housed in a digital optical module (DOM), consisting of

a pressure-resistant sphere with digitization hardware and calibration LEDs [118, 119]. The

DOMs detect Cherenkov photons emitted by charged leptons that traverse the detector.

Each string consists of 60 DOMs spaced in 17m intervals 1450 - 2450m beneath the surface

of the ice sheet. Strings are oriented vertically in the ice and are spaced 125m apart. In

the central, deep region of the detector, additional strings spaced ⇠70m apart form the

DeepCore sub-array [120]. These strings contain high quantum e�ciency DOMs spaced 7m

apart. A diagram of the detector is shown in Figure 3.1. Construction of the detector oc-

curred over seven austral summers, and physics data was collected with each partial detector

configuration. Figure 3.2 show’s a bird’s eye view of the detector, with the strings comprising

each configuration highlighted.

The remainder of the chapter details each step of the data-taking process, explaining how

the observational signal is transformed from photons emitted by a particle to digitized PMT
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Figure 3.1: Diagram of the IceCube Neutrino Observatory. 60 DOMs are attached to each

string, instrumenting ice between depths of 1450 � 2450m. The DeepCore sub-array in

the deep, central portion of the detector has a higher instrumentation density. The IceTop

surface array consisting of DOMs in ice-filled tanks.
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Figure 3.2: Bird’s eye view of IceCube, with colors denoting the year each string was de-

ployed in the ice. The 40-string configuration (IC40) includes all strings from 2004 - 2007.

The 59- and 79-string configurations include additional strings installed in 2008 and 2009,

respectively. IC86 is the complete detector with 86 strings.
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pulses and triggered physics events. Basic analysis tools are also described, including event

reconstruction techniques and detector simulation.

3.1 Optical Properties of the Glacial Ice

High-energy leptons travel through the ice and emit light via the processes described in

Chapter 2, and observing these photons requires a transparent medium. The deep glacial

ice at the South Pole is the clearest ice in the world, allowing photons to travel hundreds of

meters from their point of emission to a PMT.

As photons travel through the ice, they can be scattered or absorbed. At depths above

⇠ 1300m, the ice has high concentrations of air bubbles that restricts the scattering length

to . 5m [121]. At greater depths, air bubbles are compressed by the increasing pres-

sure and eventually disappear. In this regime, scattering and absorption are governed by

the concentration of dust particles. Scattering processes wash out the time structure of

observed photons, which is crucial for directional reconstruction of neutrino events. Absorp-

tion reduces the overall photon statistics available for any reconstruction and a↵ects energy

determination, which is directly correlated with the number of observed photons.

The optical properties of the ice have been measured using in situ calibration LEDs.

A depth-dependent model of the photon scattering and absorption lengths is used to fit

maximum-brightness flasher data. Additional parameters of the model include the shape of

the distribution of photon scattering angles and the overall flasher brightness. The scattering

and absorption lengths as a function of depth are shown in Figure 3.3, and the model itself

is described in [122]. In the upper half of the detector, the typical scattering and absorption

lengths are 25m and 70m, respectively. In the middle of the detector, a 100m-thick dust

layer is observed. This layer has been correlated with an interglacial period 65,000 years

ago, in the Pleistocene era, and has absorption lengths as short as 20m. Below this region,

the ice becomes clearer, with scattering and absorption lengths as long as 70m and 200m,

respectively.
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Figure 16: Values of the e�ective scattering coe�cient be(400) and absorption coe�cient a(400) vs. depth

for a converged solution are shown with a solid line. The range of values allowed by estimated uncertainties

is indicated with a grey band around this line. The updated model of [4] (AHA) is shown with a dashed

line. The uncertainties of the AHA model at the AMANDA depths of 1730 ± 225 m are roughly 5% in be
and roughly 14% in a. The scale and numbers to the right of each plot indicate the corresponding e�ective

scattering 1/be and absorption 1/a lengths in [m].

rate of 1 kHz, and therefore a large statistical data set was available for comparisons between

measured muon data and simulations of cosmic ray induced muons. The simulations are based

on the assumed propagation of optical Cherenkov photons through the ice but also depend on

assumptions that include the energy, multiplicity, and angular distribution of the muons.

The simulation chain begins with the production of atmospheric muons from cosmic ray air

showers using the CORSIKA software [14], followed by propagation of the muons with muon

Monte Carlo (MMC) [15] and generation of photons according to a Cherenkov spectrum and

21

Figure 3.3: Optical properties of the deep glacial ice at the South Pole as a function of depth.

The scattering (top) and absorption (bottom) lengths are shown for the current SPICE Mie

ice model [122] as well as a previous model named AHA [121]. Scattering and absorption

are highly correlated. The region of significantly increased scattering and absorption around

a depth of 2050m is due to a dense dust layer, and the ice below this layer is on average

clearer than the ice in the top half of the detector.
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The scattering and absorption lengths not only vary with depth but also with the (x,y)

coordinate in the detector. This is because the ice layers are tilted. The borehole dust

logger described in [123] mapped dust concentrations at various detector locations, creating

a three-dimensional model of dust layer tilt, which is used when fitting the flasher data.

More recent investigations have also found preliminary evidence for anisotropic scattering

and absorption in the ice [124].

In the analyses presented in this thesis, the detector is simulated using the ice model

described in [122], referred to as the SPICE Mie ice model. The model uncertainty in

the scattering and absorption lengths are correlated, with the 1� range corresponding to

independent changes in the scattering and absorption coe�cients of +10% and a correlated

shift of �7.1% in both scattering and absorption. This is incorporated into the systematic

error budget of each physics analysis by simulating the detector response with these varied

ice properties.

3.2 The Digital Optical Module (DOM)

Photons are emitted as high-energy leptons travel through the detector, are scattered as

they propagate through the Antarctic ice, and are finally observed when they hit a digital

optical module (DOM). A diagram of a DOM is shown in Figure 3.4. Each DOM is an

autonomous detector consisting of a photomultiplier tube (PMT), onboard digitization elec-

tronics, and calibration LEDs [119]. The DOM components are housed in a 0.5-inch thick

glass pressure sphere that can withstand pressures up to 690 atm. Each DOM is attached

to an IceCube string, enabling wired communication with the IceCube Lab (ICL) on the

surface of the ice sheet.

Photon are detected with the ten-inch R7081-02 PMT from Hamamatsu Photonics, which

is sensitive between 300 and 650 ns. The PMT has a quantum e�ciency of 18% and a

timing resolution of 2 ns [118]. In the DeepCore sub-array, R7081MOD PMTs are instead

used, which have a 35% increased quantum e�ciency compared to the standard IceCube
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Figure 3.4: Diagram of a Digital Optical Module (DOM).

DOMs [120]. The single photoelectron (PE) response is an electrical pulse of amplitude ⇠
10mV and width ⇠ 5 ns.

The DOM main board digitizes the PMT pulses using the Analog Transient Waveform

Digitizer (ATWD) and the Fast Analog-to-Digital Converter (FADC) [119]. The ATWD

samples the pulse at 3.3 ns intervals for 422 ns before digitizing, which takes 29 microseconds.

This provides fine time resolution at the cost of substantial dead-time. Therefore, each DOM

has two independent ATWDs operated in ping-pong mode. Each ATWD consists of three

channels with di↵erent gains that provide digitized pulses over a large dynamic range. The

ATWD initiates digitization when the PMT pulse crosses the discriminator threshold of 0.25

PE. The FADC digitizer o↵ers a poorer sampling rate of 25 ns, but can readout 6.4µs pulses

and has no dead-time.

The flasher board contains 12 LEDs capable of emitting pulses bright enough to be

observed by DOMs on neighboring strings. Six LEDs point horizontally, while the other six

are angle up at an angle of 42�. These can be flashed individually or together at varying
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brightnesses, and are used to measure ice properties, to simulate cascade-like events for

reconstruction studies, and to calibrate the detector geometry.

3.3 Data Acquisition, Triggers, and Filters

When a PMT pulse crosses the 0.25 PE discriminator threshold, the DOM communicates

this information to nearby DOMs to look for coincident hits. A hard local coincidence (HLC)

hit is defined as two neighboring or next-to-neighboring DOMs on the same string triggering

in a 1µs time window. Trigger information from all DOM are sent, via the cable network,

to surface computers located in the ICL. These machines sort hits from the entire array and

form physics events based on the observed hit pattern.

DOM hits are first sent to DOMHubs. Each DOMHub computer sends power and op-

erating commands to 60 in-ice DOMs via the DOM Readout (DOR) cards. The DOR card

enables low-level communication with the DOMs, controlling tasks such as powering and

starting DOMs, switching data-taking modes, and running time calibration software. Four

DOMs on two twisted wire-pairs are connected to each DOR card with two DB9 connectors.

In addition to the DOR cards and DOM power supply, each DOMHub contains its own

power supply, a single-board computer to sort and process DOM hits, a hard drive, and one

DOMHub Service Board (DSB) that distributes GPS timing to each DOM.

Accessing DOMHub hardware often requires removing an entire string from data taking.

Disconnecting a hub can be a time-consuming process, because 15 DB9 connectors (with two

screws each) are used to attach 60 DOMs to the DOMHub. To minimize detector downtime

during hardware upgrades, a custom screwdriver, dubbed the DB8R, was developed and

tested on-site at the South Pole. Among tools available to fasten DB9 connectors, the

DB8R is truly peerless. It is a standard flat-head screwdriver with a thin aluminum sleeve

enclosing the tip. This sleeve secures the screwdriver over the screw in the connector. Since

the DB9 connectors are often di�cult to access among the DOMHub cables, the DB8R

enables e�cient torquing while minimizing slippage. This reduced the risk of injury and

accidents and improved the speed of DOMHub upgrades by a factor of two, greatly reducing



34

detector downtime. Minimalistic, e�cient, and robust, the DB8R is a paragon of Antarctic

engineering.

In the ICL, DOMHubs communicate with other components of the data acquisition

system (DAQ) to form physics events. Detector-wide trigger conditions must be satisfied

for PMT pulses to be integrated into a physics event and passed forward for additional

processing. While many triggers operate simultaneously in IceCube, the analyses presented

here primarily use events with an eight-channel simple majority trigger (SMT8), which

requires eight DOMs to have HLC hits within a 5µs time window. If this criterion is satisfied,

the DAQ reads out all hits on all DOMs in the 5µs trigger window plus an additional ± 10µs

readout window. Digitized waveforms from the ATWD and FADC are recorded for HLC

hits, while isolated DOMs only transmit FADC waveforms to form soft local coincidence

(SLC) hits.

The overall trigger rate for the full detector is ⇠ 2500Hz. The online filtering system,

which runs in real-time on a computer cluster in the ICL, reduces the overall rate by a factor

of ten. This software chain reconstructed PE arrival times from the observed PMT pulses,

calculates basic event information, and applies criteria to select useful physics events. PE

reconstruction, known as feature extraction, represented the full PMT pulses as a linear

combination of PEs with specific charges and arrival times [125]. This information is used

to calculate the total charge of an event and to reconstruct particle directions and energies.

Events with desired properties are selected for transfer via satellite to data storage facilities

in Madison, WI for further processing and analysis.

Over 20 filters run in real-time on the cluster in the ICL, each optimized to select either

track-like events or shower-like events with di↵erent energies and properties. In the analyses

presented in this thesis, the Muon and Extreme High-Energy (EHE) Filters are used. The

EHE Filter selects events with more than 1000 observed photoelectrons. The muon filter

selects track-like events using the reconstructed zenith direction, a variable describing the

quality of the track fit, and the deposited charge. The Minimum Bias Filter, which randomly

selects one out of 1000 triggered events, is also used for calibration purposes.
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3.4 Reconstructing Particle Directions and Energies

The extracted times and charges of the observed photons form a pattern of hits for each

event. The goal of reconstruction is to infer the direction and energy of the muon track

or hadronic/electromagnetic cascade from this hit pattern. A number of algorithms exist

to calculate these quantities, and they vary greatly in complexity, accuracy, and computing

time. For most analyses, multiple algorithms are applied in a chain, using results from simple

“first-guess” algorithms as a seed for more complex, computationally expensive techniques.

Directional reconstructions for muon tracks use the observed PEs to determine the di-

rection (✓,�) and position (x, y, z) of a linear track. Most muon energy reconstructions take

a fixed direction and position as an input to reconstruct the energy in a single-dimensional

fit, although more general algorithms fit the direction and energy simultaneously without

assuming a specific event topology.

3.4.1 LineFit

This first-guess algorithm performs a least-squares fit to the location and time of each

hit DOM. The least squares fit is modified to be robust against the e↵ect of outlier hits by

applying an Huber function [126]. The direction and position of the track is reconstructed

by minimizing the function

min
t0,~x0,~v

NX

i=1

�(⇢
i

(t0, ~x0,~v)), (3.1)

where N is the total number of hit DOMs and the Huber penalty function �(⇢) is defined as

�(⇢) ⌘
8
<

:
⇢2 if ⇢ < µ

µ(2⇢ � µ) if ⇢ � µ
. (3.2)

Here, ⇢
i

(t0, ~x,~v) is

⇢
i

(t0, ~x0,~v) = k~v(t
i

� t0) + ~x0 � ~x
i

k2 (3.3)



36

where ~x
i

and t
i

are the position and time of the ith hit, and ~v is the velocity of the muon

track. The reconstructed track is defined to pass through point ~x0 at time t0.

This algorithm models the muon as a plane wave of light traversing the detector. Hits

relatively close to the track are likely to be muon-induced physics hits and are given quadratic

weight in the loss function, as in a standard least squares fit. Hits far from the track, on the

other hand, are more likely to be noise. Their weights in the loss function are reduced to

a linear dependence to limit their impact on the result. The distance scale is set with the

parameter µ, whose optimal value for simulated neutrinos was determined to be 153m.

Since the loss function is solved analytically, this algorithm is extremely fast and, despite

making large approximations in modeling the Cherenkov light, results in a median angular

resolution of a few degrees.

3.4.2 Likelihood-based Angular Reconstruction - SPE and MPE

The single photoelectron (SPE) and multi photoelectron (MPE) likelihood reconstruc-

tions model the muon as a straight line traveling at the speed of light that continuously

emits photons along the Cherenkov cone [127]. The times when the photons are expected

to arrive at the DOMs depend on the distance between the track and the DOM and the

scattering and absorption in the ice. Unlike the LineFit algorithm, the likelihood must be

solved numerically to find the best-fit five parameter solution (✓,�, x, y, z). The SPE log

likelihood is defined as

logL =
X

i

log p(~x
i

|~a) , (3.4)

where ~a consists of the track parameters (✓,�, x, y, z). The probability distribution function

(PDF) p(~x
i

|~a) represents the probability the track ~A creates the observed hit ~x
i

. Here, the

hit vector ~x
i

= (x
i

, y
i

, z
i

, t
i

) consists of the position of the ith DOM and the time residual

for the first hit on the ith DOM. The time residual is defined as the di↵erence between

the observed arrival time and the arrival time of a “direct” photon that is emitted at the

Cherenkov angle and travels straight to the receiving DOM.
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The minimum of � logL is found using numerical minimizers such as Minuit [128]. For

some events, especially those with large random noise fluctuations or with multiple muons

in the detector at once, the likelihood space can be complex and the algorithm sometimes

finds a local minimum. This can be avoided by exploring a larger portion of the likelihood

space, in practice completed by repeating the SPE fit with di↵erent starting conditions.

Although p(~x
i

|~a) is the PDF for any observed photon on a given DOM, the above equation

only actually uses the arrival time of the first hit. This approximation is su�cient for lower

energy events, but for events with many observed hits on each DOM the likelihood becomes

distorted. If a given DOM has 100 observed photons, the distribution of the arrival time of

the first photon is highly peaked around the direct speed-of-light time, while the arrival time

distribution for any photon has a much larger spread. The MPE likelihood accounts for the

total charge observed on each hit DOM by modifying p(~x
i

|~a)

p(~x
i

|~a) ! N · p(~x
i

|~a) ·
✓Z 1

t

i

p(~x|~a)dt
◆(N�1)

, (3.5)

where N is the total number of observed photoelectrons on the ith DOM.

The statistical power of the likelihood description comes from the accuracy of p(~x
i

|~a).
Here we detail two approaches for determining these PDFs.

3.4.2.1 Approximate PDF Description using the Pandel Distribu-
tion

The Pandel distribution [129] is a form of the gamma distribution that provides a rea-

sonably accurate description of the photon arrival time distribution. It is relatively fast to

compute and can be integrated analytically, which are advantages since it needs to be com-

puted oncer per DOM for each iteration of the likelihood minimization. The distribution is

defined as [127]
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N(d) = e�d/�

a ·
✓
1 +

⌧ · cmedium

�
a

◆�d/�

, (3.7)

where cmedium is the speed of light in the ice, d is the perpendicular distance between the

track and the DOM, �
a

is the average absorption length of the ice, and � and ⌧ are constants

determined by simulation. The distribution is plotted for two distances in Figure 3.5.

3.4.2.2 Spline Parametrization of Detailed Ice Properties

While the Pandel distribution is a parametrization of the average photon timing distri-

bution, it fails to capture many features observed in data, including the depth-dependent

ice properties. An improvement is therefore to use a complete photon transport simulation

using a depth-dependent model of scattering and absorption in the ice [122]. The arrival time

of a photon is a function of the orientation and depth of the muon source and the displace-

ment vector between the muon and the receiving PMT. Photons are simulated for di↵erent

muon-receiver configurations, and the resulting timing distributions and overall light yields

are tabulated [130,131]. These tabulated PDFs can be used directly in the likelihoods above.

However, the finite binning of the tables creates numerical artifacts in the likelihood space

that confuse the minimizer. Constructing finer-binned tables ameliorates this problem, but

the amount of storage and memory required to access the tables increases with the binning,

making this solution unfeasible.

An alternative approach is to fit a multi-dimensional spline surface to the arrival time

distributions from the detailed photon propagation simulation. This is done using the pho-

tospline package [132], which provides an analytic parametrization of the tabulated PDFs.

Like the Pandel distribution, this parametrization can be computed e�ciently and integrated

analytically, and the smooth surface does not create artifacts in the likelihood space like the
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Figure 3.5: Photon timing distributions for muon angular reconstructions. The left plot

shows the simulated timing distribution for a DOM placed 15m from the muon, while the

distribution for a 75m distance is shown on the right. Both the Pandel function [129]

and the spline parametrization are shown. The spline parametrization is a more accurate

representation of the actual photon propagation.

binned PDFs. Unlike the Pandel distribution, the parametrization provides an accurate de-

scription of the photon timing distributions. These splines are used as PDFs in the MPE

likelihood. A comparison between the spline function and the Pandel distribution is shown

in Fig. 3.5. Using the spline-based PDF instead of the Pandel distribution in the likelihood

leads to a 26% improvement in the median neutrino angular resolution at 30TeV. This an-

gular reconstruction is used for the point source analysis in Ch. 6 and Ch. 8; details if its

performance can be found there.

3.4.3 MuEX Angular Reconstruction

The MuEX angular reconstruction is an iterative reconstruction that combines the MPE

likelihood above with a bootstrapped sampling method. MuEX is usually applied with four

iterations. Each iteration uses a bootstrapped pulse series extracted randomly from the mea-

sured pulses using a charge-weighted multinomial distribution, so high charge pulses are more

likely to be selected than low ones. The MPE likelihood uses each of these bootstrapped pulse
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series with the Pandel distribution, modified to include depth-dependent ice properties, to

reconstruct the position and direction of the track. The results of these four reconstructions

are then averaged and used as a seed for one final reconstruction using the complete pulses.

This process helps the minimizer avoid local minima, reducing the rate of misreconstructed

background by 30%. It also improves the median neutrino angular resolution from 0.7� to

0.6� at 30TeV.

3.4.4 Paraboloid Angular Uncertainty Estimator

To find neutrino point sources, it is important to have not only the reconstructed direction

of each muon track but also an estimated uncertainty of the direction. Such an estimate

can be acquired for each event individually using the likelihood space of the reconstruction

[133,134]. This is accomplished by calculated the profile likelihood in angular space around

the minimum. 24 points in (✓,�) are chosen around the best-fit direction, and at each point

the likelihood is maximized in (~x,~y,~z). A paraboloid function is fit to the curve mapped out

by the likelihood, from which the 1� angular error range is determined. This is used for the

point source analyses in Ch. 6 and 8.

3.4.5 MuEX Energy Reconstruction

After reconstructing the direction of a track, separate algorithms are usually applied to

fit for the visible energy of the muon along its direction. The muon-based analyses in Ch. 6

and 8 use the MuEX algorithm. This energy reconstruction uses a Poissonian likelihood to

compare the observed number of photoelectrons k to the expected light yield per unit energy

⇤ for a particle with energy E

lnL = k ln (E⇤+ ⇢) � (E⇤+ ⇢) � ln (k!) , (3.8)

where ⇢ is the expected number of noise photons. The energy of this hypothetical particle is

varied until the expected light yield (E⇤+⇢) essentially matches the observed photoelectrons.
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Here, the expected light yield per unit energy represents the light yield for a single muon

that emits light continuously as it traverses the entire detector.

Similar to the time PDFs described above, the expected light yield is a function of the

distance between the muon and the receiving DOM and the optical properties of the ice.

MuEX calculates the light yield using an analytic approximation for light emitted at the

Cherenkov angle from a line source. This parametrization describes both short-distance

photon propagation, where scattering is sub-dominant, and the di↵usive behavior dominant

at large distances [125]. It also convolves the expected light yield with a probabilistic dis-

tribution to account for the stochastic light emission behavior of high-energy muons [125].

Similar to the directional reconstructions, this likelihood is minimized numerically, solving

for the one free parameter E.

3.4.6 Millipede Energy Unfolding - Energy and Direction

The Poissonian likelihood in Eqn. 3.8 can be adapted to model multiple light-emitting

particles. This is useful because a high energy muon emits most of its light in stochastic

energy losses such as bremsstrahlung and photonuclear interactions. Instead of a single

particle with constant light emission, a more realistic model of a high-energy muon is a

linear chain of cascade-like energy losses with varying energies. The Millipede algorithm

implements this model and solves for the energy of each hypothesis cascade via a linear

unfolding:

~k � ~⇢ = ⇤ · ~E, (3.9)

where the observed photons on all DOMs ~k originate from energy losses ~E, and the matrix ⇤

contains the predicted light yield at every point in the detector for every hypothesis source

position.

For a given track location and direction, Millipede unfolds the energy loss distribution,

returning the position and energy of each reconstructed loss. This is used in Ch. 6 to

distinguish single muons from muon bundles, which have di↵erent energy loss distributions.
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This algorithm can be expanded to also fit for the position and direction of the muon if

the energy unfolding is repeated for di↵erent hypothesis tracks. This is a 5 + N parameter

fit (✓,�, x, y, z, ~E), where N is the number of hypothesis energy losses representing the muon

track (ie. the length of ~E). Standard numerical minimizers have di�culty finding the

global minimum in this high-dimensional space, so an angular grid scan is applied. The

sky is divided into ⇠ 105 equal-area pixels using the HEALPix package [135], and at each

pixel Millipede is applied. At each pixel, the direction of the muon is kept fixed and the

position of the muon is varied with the energy losses being unfolded at each step. This is a

computationally expensive process, taking 102 � 103 CPU hours per event.

This brute-force scan finds the global minimum and provides a full-sky PDF describing

the probability an event came from any direction in the sky. This is therefore a more accurate

and comprehensive alternative to the Paraboloid algorithm for estimating angular uncertain-

ties. This is used in Ch. 7 to reconstruct both tracks and cascades. For cascade events a

track-like chain of hypothesis cascades is also formed, but the unfolding typically only solves

for point like emission from a few adjacent losses, and the remaining are reconstructed to

have zero energy.

3.5 Detector Simulation

To validate our understanding of the detector, the detector response to muons and neutri-

nos is simulated. The simulation generates observable leptons via fundamental interactions,

tracks these leptons as they traverse the detector and radiate light, propagates the light

through the ice to the DOMs, and simulates the PMT and detector electronics.

Two programs handle the event generation. The CORSIKA package [136] creates atmo-

spheric muons, the dominant background at trigger level, by simulating cosmic ray nucleons

interacting in the atmosphere above Antarctica. This uses the SIBYLL interaction model,

although simulations with alternative interactions models were tested in Ch. 4. For each

interaction, CORSIKA produces a list of final state particles with their relevant proper-

ties (position, direction, energy). To simulate neutrino interactions, software based on the
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ANIS package [137] generates neutrinos, propagates them through the Earth, and simulates

their interaction with ice molecules. Similar to the atmospheric muon simulation, the result

is the final state particles and their properties. This software uses neutrino cross-sections

from [105,106] and generates events in a flexible weighted manner, in which the same events

can be re-weighted to represent an atmospheric neutrino flux or an astrophysical flux. The

particles produced by the neutrino or cosmic ray interactions are propagated through the ice

using Muon Monte Carlo (MMC) [108]. MMC tracks leptons in the ice and bedrock, simu-

lating all energy losses and secondaries. Both continuous energy losses and stochastic energy

losses are simulated, resulting in the number of photons emitted from each interaction.

These photons are propagated through the ice using either Photonics [130] or PPC [131].

Both use the measured depth-dependent ice properties to simulate photon scattering and

absorption. Photonics simulates a vast quantity of these photons in advance, storing the

arrival times and photon yields at each detector location in look-up tables. These tables are

then sampled to determine whether a photon emitted by a simulated particle is observed.

This approach is e�cient because a large number of photons are simulated only once, and

then the relatively-fast look-up tables are used repeatedly. However, the table binning sacri-

fices accuracy in the simulation and can lead to artifacts in simulated PMT waveforms. This

e↵ect is minimized by fitting multi-dimensional splines to the look-up tables, as in Sec. 3.4.

The smooth splines are then sampled without creating binning artifacts.

PPC takes the alternative approach of direct propagation, simulating scattering and

absorption of each individual photon emitted by a lepton to determine if it hits a DOM.

This is accurate but much slower than the lookup-table approach. However, the computing

time is reduced by orders of magnitude by using GPUs. As each photon’s path through the

ice is independent, photons for a given event can be simulated in parallel on the many threads

of the GPU. This makes direct photon propagation feasible for neutrinos below ⇠1PeV.

After the photon collides with a DOM, the PMT and detector components are simulated.

The conversion of photons to PEs uses the single PE distribution measured in the lab. PMT

jitter is introduced along with after-pulses and pre-pulses. A basic noise model is used to
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add random noise hits. Local coincidence and trigger conditions are applied just as for real

detector data.
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Chapter 4

Detector Calibration

The ability to reconstruct energies and directions of particles passing through IceCube

depends crucially on the calibration of the detector. Reconstructions use detailed information

on photon arrival times and total observed charge. Thus, much of detector calibration

revolves around understanding how photons travel through the ice, and how e�cient the

DOM is at observing those photons.

The optical properties of the ice are described by a model that specifies the scattering and

absorption lengths as a function of depth, and is described in Section 3.1 and Reference [122].

The e�ciency of the PMTs was measured in controlled laboratory testing. Reference [118]

describes the characterization of the timing and single photoelectron (SPE) response of the

PMTs using LEDs and lasers, as well as a technique to measure the absolute e�ciency of

the PMT using Rayleigh scattered light from a laser. However, the bare PMT is not used

directly in IceCube, but is packaged inside the DOM and placed in the ice. Properties of the

DOM housing, string cable, and refrozen hole ice may a↵ect the overall optical e�ciency.

This chapter details two analyses that use in-ice muon data to complement the ice prop-

erty and absolute calibration measurements described above. The first uses timing distri-

butions to compare muon data to simulated muon data with various ice properties. This is

not only a useful validation tool for the ice model, but it also provides a direct probe of ice

properties that e↵ect short distances, such as the scattering function and the properties of
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the refrozen hole ice. The second analysis uses low-energy single muons near the minimum-

ionizing regime as a standard light source to measure the absolute optical e�ciency of the

DOMs in situ.

4.1 Verification of the optical properties of the ice using atmo-
spheric muons

To investigate the accuracy of the ice model, an analysis was performed to compare at-

mospheric muon data with simulated muons. In the 2009 59-string detector configuration,

atmospheric muons triggered IceCube at a typical rate of 1.8 kHz, creating a large data set

for comparing muon data and simulated muons. For this study we simulated atmospheric

muons using the CORSIKA air shower simulation package [136] coupled with IceCube de-

tector simulation (see Section 3.5. To compare di↵erent ice models and photon propagation

techniques, parameters e↵ecting the photon propagation are varied in simulation, while all

other settings remain fixed. For the majority of results presented here, photon propaga-

tion was simulated directly using PPC [131], although some datasets instead made use of

lookup-tables using the Photonics package [130].

A relatively generic method to compare ice models and examine specific ice properties is

the DeltaT distribution. DeltaT is defined as

DeltaT: the time di↵erence between first hits on adjacent DOMs on the same string.

A positive DeltaT represents a photon that strikes the upper DOM followed by a photon

observed by the DOM directly below (Figure 4.1). This method permits close investigation

of basic photon timing without reconstructing the muon position, which requires knowledge

of the ice properties. The distribution of DeltaT values for downgoing muon data taken with

the 59-string detector configuration is shown in Fig. 4.2. The tails of this distribution consist

of relatively long-lived photons and contain information about the bulk ice properties, such

as scattering and absorption. On the other hand, the peak of the distribution consists of

photons that travel from source to DOM with few scatters (i.e. direct photons), and is
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Figure 4.1: Diagram of muon hit timing on adjacent DOMs. DeltaT is defined as the time

di↵erence between first hits on adjacent DOMs on the same string. As the muon (red) travels

through the ice, it emits Cherenkov photons (blue) which are scattered before hitting the

DOM.

relatively invariant to the depth-dependent bulk ice properties. Figure 4.3 illustrates this

relationship throughout all detector depths.

The detector response to atmospheric muons was simulating using di↵erent ice parameters

to examine their e↵ects on the shape and height of the peak in the DeltaT distribution.

Figures 4.4, 4.5, 4.6, and 4.7 show the peak shape for data and various simulation models.

The description of the ice denoted as SPICE2x was an intermediate model in this analysis,

and is characterized by similar scattering and absorption lengths to those of the SPICE

Mie model, which is the baseline model. In SPICE2x, a Henyey-Greenstein (HG) scattering

function is used instead of a linear combination of the HG and SL functions. Additionally,

SPICE2x has an average scattering angle of g = hcos ✓i = 0.8 instead of 0.9 (used in the final

result), where ✓ is the scattering angle at each photon scatter. It also lacks the global flasher

time o↵set parameter used in the fit of SPICE Mie. Additional datasets were generated

using PPC to examine the e↵ects of specific ice parameters on direct hits. The parameters
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Figure 4.2: Left: DeltaT distribution for muon data. The cuto↵ at ± 1000 ns is due to the

coincidence trigger window where data from a triggered DOM will only be read out if an

adjacent or next-to-adjacent DOM also triggers within a time window of 1000 ns. Right: A

zoom of the peak of the distribution. The peak is shifted towards positive times because

it is dominated by direct photons from downgoing muons, which are detected first by the

upper DOM and then the lower DOM. The shift roughly corresponds to the muon flight time

between DOMs.

under consideration included the bulk ice scattering coe�cient, the scattering parameter

g = hcos ✓i, the density of air bubbles in hole ice, and the composition of the scattering

function. These parameters were varied within the framework of both the SPICE2x ice

model and the SPICE Mie ice model. In PPC, the hole ice description is specified by

the DOM angular sensitivity function, and Figure 4.8 shows the three angular sensitivity

functions used in these models. In all of the permutations of the ice properties examined, the

only parameters that significantly changed the shape of the peak were the hole ice scattering,

scattering function composition, and the time o↵set parameter.

Since atmospheric muons are often observed with multiple muons from the same air

shower, the e↵ect of muon multiplicity on DeltaT distributions was also studied. Two dif-

ferent approaches were used to isolate samples of single muons. The first method selected

muons that stop in the detector, as stopping muons have a high probability of being single
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Figure 4.3: DeltaT distributions for DOMs binned in 20 m depths. Widths of the peaks and

tails were extracted and plotted vs. depth for the entire detector. Left: The full width at 5%

of the maximum, corresponding to the width of the tails, shows a strong depth dependence

similar to the derived scattering and absorption parameters. Right: The full width at half

maximum (FWHM) shows very little depth dependence. The FWHM was computed by

multiplying the number of bins and the bin width, resulting in the discrete level structure

in the plot.

muons. A sample of approximately 80% purity of single muons was achieved via this method.

In the second approach, single muons were selected by searching for low energy tracks with

long direct lengths, leading to a sample of approximately 75% purity of single muons. For

each event sample, the resulting DeltaT distributions showed the same characteristics and

trends as for the full dataset, thus eliminating muon multiplicity as being associated with

the discrepancy in the number of direct hits between various ice models and the detector

data.

4.2 Measuring the DOM e�ciency using minimum-ionizing muons

While IceCube’s PMTs have been calibrated in a laboratory setting [118], the actual

e�ciency of the full DOM in the ice may be a↵ected by the DOM housing, the string cable,
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Figure 4.4: The peak region of the DeltaT distribution for the SPICE2x model shows a

lack of direct photon hits compared to the data. Neither increasing the amount of forward

scattering (g = 0.95) nor increasing the bulk ice scattering by 20% changes the peak height

or shape.

Figure 4.5: DeltaT distribution for hole ice models. The hole ice is modeled as a vertical

column of ice with a higher concentration of air bubbles, resulting in a local scattering length

of 50 cm. Simulations with no hole ice scattering and with three times the nominal hole

ice bubble concentration are shown. Increased hole ice scattering is thought to increase

the number of direct photon hits because more photons from downgoing muons are locally

up-scattered into the downward-facing PMT, altering the angular sensitivity of the DOM.
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Figure 4.6: The peak region of the DeltaT distribution for SPICE Mie, comparing the full

model (f
SL

= 0.45) to the model with only the HG scattering function (i.e., setting f
SL

= 0).

The observed e↵ect is thought to be caused by the higher probability of photons scattering

through intermediate angles of ⇡ 20��40�. Even though the typical muon-to-DOM distance

is small compared to the e↵ective scattering length, photons are more likely to scatter at

larger angles and therefore to be detected.

Figure 4.7: The peak region of the DeltaT distribution comparing the final SPICE Mie fit

result to the previous model ( [121]) and the muon data. The fit to the data is significantly

improved with the SPICE Mie model.
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Figure 4.8: DOM angular e�ciency curve for di↵erent hole ice models. The relative e�ciency

is shown as a function of cos(⌘), where ⌘ is the photon arrival angle with respect to the

PMT axis. The model without hole ice, based on a lab measurement, is normalized to one

at cos(⌘) = 1. Decreasing the hole ice scattering length corresponds to less sensitivity to

photons arriving at the DOM from below, but more sensitivity to photons originating from

above.

and the refrozen hole ice. To better determine the impacts of these factors, this study used

low-energy single muons to measure the e�ciency of the optical modules in situ. Since this

measures the observed charge for Cherenkov emitters passing through the ice, it also serves

as a calibration of the absolute energy scale of the detector.

Minimum-ionizing muons, created in cosmic ray air showers, are well-suited for energy

scale calibration because they have constant known light emission, are abundant, and leave

well-defined tracks in the detector. We obtained a large sample of ⇠ 100GeV single muons,

reconstructed their positions and directions to high precision, and compared the observed

PMT charges to expected values from Monte Carlo simulation. This was repeated for a

number of di↵erent simulated DOM e�ciencies, allowing the true DOM e�ciency to be

determined to high precision. The e↵ect of various systematics, including properties of the

bulk ice and the hole ice, were also assessed.
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To isolate a sample of events we first required that events pass an SMT8 trigger. We then

remove poorly-reconstructed events by cutting on track quality parameters, including the

number of DOMs with direct hits and the fit quality of the MPE track reconstruction. We

select low-energy single muons by searching for tracks that deposit little light in the outer

strings and appear to stop in the detector fiducial volume. This is done using the finiteReco

likelihood reconstruction, which reconstructs the muon endpoint and is described in [138].

Finally, we require the tracks to be inclined 40� �70� with respect to the straight downgoing

direction, to ensure the muon’s Cherenkov cone is incident on the active side of our PMTs

(Figure 4.9). A complete list of the cuts can be found in Table 4.1. These cuts provide a

sample of 70,000 events in 30 days of data taken with IceCube in its 79-string configuration.

Distributions of a few event variables for data and simulated atmospheric muons are shown in

Figure 4.10. The muon bundle contamination and muon energies estimated from simulation

are shown in Figure 4.11. Based on these studies, this sample consists of > 95% single muons

with a median energy of 90 GeV at the detector center.

We then focus on a subset of IceCube DOMs in the deep part of the detector where the

glacial ice is exceptionally clear (absorption lengths of ⇠ 200m [122]). The includes DOMs

numbered 41 and above on all standard IceCube strings in the inner two rings of the detector,

in addition to the central string. We explicitly do not include high quantum e�ciency

DeepCore DOMs, so all DOMs in the sample have the same approximate e�ciency. We then

group the DOMs according to their distance to the reconstructed track. To reduce potential

correlations between the observed charge and the track reconstruction, we reconstruct the

muon track excluding a specific DOM and then calculate the distance to this de-biased

reconstruction. This was done in a five-fold iterative procedure, in which every 5th DOM

was removed from the event, the event was reconstructed, and the charge and track-DOM

distance of the removed DOMs was tabulated. The resolution of the angular reconstruction

and the track-DOM distance is shown in Figure 4.12. These studies show this procedure

successfully reconstructs the muon direction and the track-DOM distance within ⇠ 2� and

⇠ 10m of the true direction and position, respectively.
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Table 4.1: Single muon selection criteria for the DOM e�ciency measurement.

Selection Criterion Description

SMT8 Simple multiplicity trigger requiring at least 8 HLC hits.

NChcenter � 1 Require at least one hit DOM on the strings used in the

analysis.

40� < ✓MPE < 70� Cut on reconstructed zenith angle to select highly-inclined

tracks, which can pass below the downward-facing DOMs.

Rlogl < 10 Remove poor-quality events with high reduced log likeli-

hoods.

NDirC > 5 Remove poor-quality events that have 5 DOMs with direct

hits or less. A direct hit is defined as arriving within [-15,75]

ns of the speed-of-light time.

NChExcluded > 20 NChExcluded is the # of hit DOMs on the outer strings, which

are not included in the charge measurement.

ZEndpoint > �400m Select for stopping muons. Z-coordinate of endpoint is re-

constructed using finiteReco.

�d > 50m �d is the x-y distance from the reconstructed endpoint to

the border of the detector.
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Figure 4.9: Diagram of track-DOM geometry used for the DOM e�ciency analysis. Inclined

tracks (red) are selected. DOMs are only selected if the muon travels underneath it, so

Cherenkov photons (blue) are able to travel up into the active side of the DOM. This reduces

the impact of scattering in the refrozen hole ice around the DOM.

To further isolate the measurement from systematic e↵ects, only a sub-sample of DOMs

was used in which the reconstructed track passes below the DOM and continues past the

DOM for at least 100m before stopping (as determined by the reconstructed endpoint). The

DOMs were divided into bins based on their track-DOM distances, and the average charge

per DOM was calculated. Figure 4.13 shows the charge histograms for two distance bins,

and Figure 4.14 shows the average charge as a function of the track-DOM distance.

To measure the DOM sensitivity, we take the ratio of average charges for data and MC

in each distance bin. This is repeated for detector simulations with DOM sensitivities varied

from -10% to 30% in 10% intervals, and is shown in Figure 4.15. To determine the best-

fit DOM e�ciency for the data, the charges for track-DOM distances of less than 20m or

greater than 80m are discarded. At small distances, the error on the reconstructed track-

DOM distance is much larger than at other distances, while charge observed at large distances

is more susceptible to discrepancies in modeling the light propagation in the ice. We average
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Figure 4.10: Distributions of a few event variables for data and atmospheric muon simulation.

The total simulation rate is normalized to the data.
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(a) (b)

Figure 4.11: (a) The total simulated energy of muons at the position of closest approach

to the center of the detector, for events passing all event selection criteria. The median is

90 GeV. (b) The number of simulated muons per event passing within 140 m of each DOM

used in the analysis. Only ⇠ 2.5% of DOMs used in the analysis have more than one muon

nearby. The first bin represents mis-reconstructed events where the simulated muon was

greater than 140 m from the DOM but was reconstructed to be closer.

the charge ratios in the 20-40m, 40-60m, and 60-80m bins, and plot the average charge

ratio as a function of simulated DOM e�ciency (Figure 4.16). The response is linear over

the entire range of simulated DOM e�ciencies, and the intercept of the line with a charge

ratio of 1.0 (corresponding to the observed data), determines the actual DOM e�ciency.

This is found to be 109.9%.

The uncertainty on the derived DOM e�ciency is estimated to be ±3.0%. The statistical

error only contributes ±0.94% uncertainty, because the charge ratio is fit over a wide range

of simulated DOM e�ciencies, which reduces the statistical uncertainty of the simulation.

Uncertainties in a number of detector e↵ects contribute to the DOM e�ciency error bar.

Their uncertainties were propagated through the entire analysis to estimate their e↵ect on

the derived DOM e�ciency. The largest contribution is from the uncertain properties of
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(a) (b)

Figure 4.12: (a) The true distance between simulated muon tracks and DOMs, for di↵erent

reconstructed distance ranges. The reconstruction performs well at all distances, although

there is some systematic bias of muons being reconstructed closer to the DOM than reality.

The bias is proportionally worst for distances < 20m. (b) The accuracy of the directional

reconstruction for simulated events when using all hit DOMS (solid line) and after excluding

every 5th DOM (dashed line). This procedure does not cause the reconstruction accuracy

to deteriorate significantly, and the median angular resolution is 1.5� for the de-biased re-

construction.

the refrozen ice in the hole immediately surrounding the DOMs. Studies from AMANDA

suggested this column of ice has a high density of air bubbles, with a scattering length

of 50 cm. More recent investigations with a controllable video camera embedded in the

ice indicated the hole ice column may actually be relatively clear with an opaque central

column of bubbles. To estimate the uncertainty on this parameter, we simulate hole ice

models with scattering lengths of 30 cm and 100 cm. The corresponding uncertainty on the

derived DOM e�ciency was ±2.8%. The uncertainty on the muon bundle contamination

in the sample was estimated using air shower simulations from three hadronic interaction

models (SIBYLL [139], QGSJet [140], and EPOS [141]), and was found to have a ±0.5%
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(a) (b)

Figure 4.13: Histogram of observed charges for DOMs (a) within 20-40m of the reconstructed

muon and (b) within 60-80m. The single photoelectron and double photoelectron peaks can

be seen, as well as a large number of DOMs observing no charge. At larger distances, the

high-charge tail decays more steeply. Data and simulation show close agreement.

e↵ect on the DOM e�ciency. The uncertainty on the afterpulse and detector noise rates were

also estimated to contribute ±0.09% and ±0.03%, respectively. Summing these uncertainties

in quadrature produces the total uncertainty of ±3.0%.

There are two caveats to the results presented here. The first is the properties of the

bulk ice can also e↵ect the derived DOM e�ciency. In most physics analyses in IceCube,

the systematic uncertainties from the DOM e�ciency and the bulk ice are assumed to be

uncorrelated, and are summed in quadrature. With this measurement, however, these two

uncertainties are correlated. To avoid double-counting these e↵ects, the bulk ice was not

included in the ±3.0% systematic uncertainty quoted above. Instead, three di↵erent ice

models (corresponding to the accepted uncertainty range for the model described in [122])

were propagated through the analysis, and the change in the derived DOM e�ciency was

determined for each. This serves as a correlation coe�cient that can be used to estimate

systematic uncertainties for a physics analysis by simulating a change in ice model along with
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Figure 4.14: Average observed charge vs. distance from the DOM to the reconstructed

muon track, shown for data as well as simulation with di↵erent DOM e�ciencies. Due to

the selection of minimum-ionizing, single muons, the observations are dominated by single

photoelectrons.

Figure 4.15: The average charge vs. track-DOM distance, normalized to the observed charge

in data. Muon data and simulations of five di↵erent DOM e�ciencies are shown. The

observed charge is clearly above the nominal values, and appears consistent with the charge

expected for a DOM e�ciency increased by 10%.
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Figure 4.16: Scaled average charge as a function of the simulated DOM e�ciency for five

di↵erent simulations (red). The scaled average charge is the average of the scaled charges in

the 20-40m, 40-60m, and 60-80m distances bins in Figure 4.15. A linear function (dashed

red line) fits the simulation trend. The scaled average charge for data, defined to be 1.0,

is plotted on the line. The x-coordinate of this point corresponds to the derived DOM

e�ciency for the data, which is 109.9%. The horizontal error bar of 3.0% includes statistical

and systematic uncertainties on the final derived quantity, added in quadrature.
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a small change in the simulated DOM e�ciency. The e↵ective DOM e�ciency for ice models

with 10% increased scattering, 10% increased absorption, and 7.1% decreased scattering and

absorption are 98.0%, 99.4%, and 101.0%, respectively.

The second caveat is while the peak of the single photoelectron (SPE) distribution for

simulation lies directly at a charge of 1.0, the distribution in data is on average shifted to a

charge of 1.022. This signifies one SPE in data is 2.2% higher than one SPE in simulation.

Ideally, this would be fixed at the charge calibration stage; however, this was not possible at

the time of this writing. As a result, the 109.9% DOM e�ciency quoted above is a correction

not only for the DOM e�ciency but for this SPE shift as well. If the SPE shift is explicitly

de-convolved from the data before fitting DOM e�ciency, the derived DOM e�ciency is

106.2% ± 3.2%. This is a more correct estimate of the e�ciency of the DOM itself, while

the number above is an e↵ective DOM e�ciency that is currently more useful for simulating

the detector.
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Chapter 5

Point Source Searches: Introduction

This thesis contains three separate analyses that search for point sources of astrophysical

neutrinos. Each analysis uses a di↵erent event selection strategy to reduce the atmospheric

backgrounds. They all apply the same unbinned maximum likelihood method to test di↵erent

hypotheses of neutrino emission from di↵erent sources.

The first analysis uses a high-statistics sample of throughgoing muon tracks. It is sen-

sitive to TeV � PeV neutrino sources in the northern hemisphere and 100TeV � 100PeV

sources in the southern hemisphere. It is most sensitive in the northern hemisphere, where

the atmospheric muon background is reduced by the Earth. The second analysis uses a small

sample of high-energy contained-vertex events—events that interact inside the detector vol-

ume, most of which have cascade topologies. Compared to the throughgoing muon analysis,

this search has a much lower background rate but a worse angular resolution. It is most

sensitive in the southern hemisphere at energies & 50TeV. The third search extends the

throughgoing muon analysis to lower energies in the southern hemisphere by selecting track

events that start inside the detector volume. This utilizes similar techniques to the high-

energy contained-vertex search, and greatly enhances the sensitivity to southern hemisphere

sources below . 1PeV. Fig. 5.1 shows the type of event used in each analysis and Table 5.1

summarizes the overall event rates.

The following three chapters detail the techniques and results for each analysis. The last

chapter investigates the astrophysical implications of these results.
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Figure 5.1: Diagram of event topologies used in each point source analysis. The top panel

illustrates the upgoing and downgoing throughgoing muon tracks used in Ch. 6. The middle

panel shows a cascade event, which is the dominant topology in the high-energy contained-

vertex analysis in Ch. 7. The bottom panel shows medium-energy starting-track events from

the southern hemisphere, used in Ch. 8. The black box represents IceCube, while particle

interactions are shown in red and hit DOMs in blue.
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Chapter 6

Search for Point Sources using Four Years of Through-
going Muon Data

This chapter describes an analysis for astrophysical neutrino emission from point-like

sources using four years of throughgoing muon data. The analysis selects high-quality muon

tracks and applies an un-binned maximum likelihood method to search for spatial cluster-

ing. The background for this search is dominated by atmospheric muons and atmospheric

neutrinos in the southern and northern hemispheres, respectively. Both these populations

of events are distributed isotropically across the sky and follow a softer spectra compared

to most models of astrophysical sources. An astrophysical source would appear as an excess

of high-energy muons coming from a specific location in the sky. The likelihood method,

combined with the muon angular resolution of < 1�, allows us to measure the position of the

source and fit its flux and energy spectrum.

We start by describing the event selection for the most recent year of data, taken with

the 86-string detector configuration. The first three years of data are from the 40-string,

59-string, and 79-string detector configurations, and the event selection for these years are

fully explained in [133, 142]. This is followed by a description of the analysis method, a

discussion of the hypotheses tested and the analysis sensitivity, and finally, the results.

6.1 Neutrino Event Selection

The event selection reduces the total rate of detected events by roughly six orders of

magnitude to obtain a final sample suitable for the likelihood method. In each hemisphere,
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the backgrounds di↵er greatly. In the northern hemisphere, or upgoing region in IceCube’s

coordinate system, the Earth acts as a shield against cosmic ray muons. Atmospheric neu-

trinos, on the other hand, travel through the Earth without absorption and interact near the

detector. On an event-by-event basis, these look identical to astrophysical neutrinos, and are

an irreducible background. We expect ⇠ 105 such events per detector year, corresponding

to an event rate on the order of mHz. However, we observe a kHz event rate triggerring

the detector that appear to be upgoing events. The vast majority of these are muons from

cosmic ray interactions in the atmosphere above Antarctica that are mis-reconstructed as

upgoing. This is a reducible background, and the event selection in the northern hemisphere

is dedicated to removing these events.

In the southern hemisphere, there is only 1.5 km of ice above the experiment to shield

the detector from the kHz cosmic ray muon rate. Many of these events are indistinguishable

from astrophysical neutrinos interacting in the ice above the detector. The goal of the

event selection in this region is then to simply reduce the rate while keeping as high a

signal e�ciency as possible. This is done via quality cuts, energy cuts, and variables that

distinguish atmospheric muon bundles from astrophysically-induced single muons.

The event selection first consists of a series of cuts that reduce the data rate by a factor

of 30, called the Level 3 filter. Machine learning algorithms are then applied to discriminate

between signal and background to obtain the final sample. At all stages, di↵erent variables

and cuts are used in each hemisphere. For our purposes, the northern hemisphere extends

5� above the horizon, where the Earth and glacial ice still provide a shield from the cosmic

ray background. The event selection is divided at this boundary for each stage.

6.1.1 Preliminary Data Reduction: The Level 3 Filter

The event selection starts with the 34 Hz of data (10 Hz upgoing, 24 Hz downgoing)

that passed the Muon and Extreme High-Energy (EHE) Filters (see Section 3.3). At this

level, the data in the upgoing region are dominated by events consisting of muons from

multiple independent air showers passing through the detector at the same time (”coincident
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Figure 6.1: Charge-weighted average distance for data at filter level (solid) and simulated

E�2 neutrinos (dashed). The charge-weighted average distance is calculated using the MPE

reconstruction. Mis-reconstructed background events more often have large charge-weighted

average distances.

events”) and low-energy atmospheric muons from a single air shower that are reconstructed

as upgoing. The data rate is reduced to 1.7 Hz using a sequence of pre-cuts, event splitting,

and final cuts. This procedure is referred to as the Level 3 filter. After the cuts, advanced

directional and energy reconstructions are applied to the remaining data.

The pre-cuts remove obvious poorly-reconstructed events and reduce the data rate suf-

ficiently so event splitting can be applied. This is done using the total charge of the event

and the charge-weighted distance parameter. The charge-weighted distance is defined as

the average distance from the reconstructed track to the hit DOMs, weighted by the charge

on each DOM (Fig. 6.1). By only keeping events with a charge-weighted distance of less

than 90m or a total charge of greater than 100 photoelectrons (PE), we reduce the upgoing

data rate from 10 Hz to 3 Hz while keeping 97% of simulated upgoing signal neutrinos (E�2

spectrum).

In the downgoing region, this cut is applied and the online muon filter is re-applied.

Online, the muon filter uses a single-iteration SPE reconstruction to determine the zenith

angle of the event. At Level 2, more advanced reconstructions are applied, and by using
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the MPE reconstruction many events that previously appeared to be upgoing now appear

to be low-energy downgoing events. Reapplying the muon filter removes this background.

The cumulative e↵ect of these two cuts reduces the downgoing data rate from 24 Hz to 10

Hz while keeping 89% of simulated E�2 signal neutrinos. The majority of the signal that is

removed in this region is relatively low-energy.

With the remaining 13 Hz of data, it is computationally a↵ordable to apply an event

splitting algorithm. Event splitting is used to identify coincident events by grouping PMT

hits and assigning them to di↵erent hypothetical particles which may be traveling through

the detector at the same time. We apply a clustering algorithm named Topological Splitter

that identifies causally connected hits. Hits closer together than 300 m in the x-y plane, 255

m in depth, and 1000 ns in time are grouped together. This splitting algorithm not only

identifies coincident events but also removes noise hits and afterpulses. Since it returns a new

pulse series (or multiple pulse series) for each original event, we reconstruct these new pulse

series with the Level 2 directional reconstruction chain (see Section 3.3). After splitting,

35% of data events that were originally upgoing are now reconstructed as downgoing, and

are thrown away.

The e↵ect of the splitting on simulated signal events is minimal. 6.8% of signal events that

are not accompanied by a coincident event are split into one event consisting of the primary

physics hits, and a separate event consisting of afterpulses and noise. The afterpulse/noise

events are easily removed by quality cuts, and which is beneficial for correctly reconstructing

the energies of bright events. On the other hand, 0.2% of signal events are incorrectly split

into two separate physics events. This primarily happens for low-energy neutrinos, which

can traverse large chunks of the detector without being observed. To safeguard against this

pathology, split events that are reconstructed to be coming from the same direction (within

5�) are recombined into one event.

After splitting and reconstructing the new events, a series of quality cuts are applied to

reduce the data rate to 1.7 Hz. The cut variables describe how well the track reconstruction

fits the data. In most events, the MPE reconstruction is used to calculate these variables;
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however, if this reconstruction did not converge, the SPE or LineFit reconstructions are used

instead. The variables are:

NDir: The number of DOMs with a direct hit. A direct photon hit is defined as

any observed photoelectron within [-15,250] ns of the speed-of-light time for a photon

emitted by the muon at the Cherenkov angle. A larger number of direct hits signifies

the track reconstruction is a better fit to the data, and is associated with signal events.

Direct Ellipse: This variable describes an ellipse in the NDir-LDir plane. LDir, or

the direct length, is defined as the length along the reconstructed track between the

first DOM with a direct hit and the last DOM with a direct hit. Signal events tend to

have a higher number of direct hits and/or a longer direct length. An ellipse in this

space e�ciently removes events with short direct lengths and few direct hits.

Rlogl: The reduced log likelihood, Rlogl, is the best-fit negative log likelihood from

the MPE reconstruction divided by the number of degrees of freedom of the fit,

� logL/(NCh�5). NCh is the total number of hit DOMs. Track reconstructions

us the first hit on each DOM and fit for 5 parameters (zenith,azimuth,x,y,z), so the fit

has (NCh�5) degrees of freedom. Well-reconstructed tracks have lower Rlogl values,

while mis-reconstructed background have higher values.

Plogl: It is observed that the Rlogl distribution is energy-dependent, with higher-

energy tracks more likely to have a lower Rlogl. A tight cut on Rlogl therefore removes

more low-energy signal than desired. To correct for this, the variable Plogl is defined

as � logL/(NCh�3), which is observed to have better descrimination power between

background and signal neutrinos with a softer E�3 spectrum.

In the upgoing region, events satisfying the following criteria are kept:

(Direct Ellipse > 2 and NDir > 6) or Plogl < 7.5 or Rlogl < 8.3

In the downgoing region, additional cuts must be applied to reduce the higher back-

ground from high-energy atmospheric muon bundles. At this level the variable with the
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Region Event Type E�ciency (%) Rate (Hz)

Upgoing Data 3.8 0.4

E

�2
⌫

µ

91 –

E

�3
⌫

µ

86 –

Downgoing Data 5.4 1.3

E

�2
⌫

µ

64 –

E

�3
⌫

µ

25 –

Table 6.1: Signal and data e�ciencies for the Level 3 filter.

most discrimination power is the energy of the event. After applying the cuts above to select

well-reconstructed tracks, we then apply a zenith-dependent charge cut to remove low-energy

events while keeping an equal event rate per solid angle. The final cut is:

(Upgoing Cut) and log q > 0.27 + 13.62x � 27.62x2 + 26.07x3 � 9.21x4

where x is the cosine of the zenith angle. Additionally, in both hemispheres all events

with a deposited charge greater than 104 PE are kept, even if they failed other cuts. This

avoids losing high-energy events due to a bad track reconstruction, as some studies have

shown the MPE reconstruction performs worse on the highest energy events.

1.7 Hz of data pass these cuts (0.4 Hz upgoing, 1.3 Hz downgoing). The overall e�ciency

of the event selection is summarized in Table 6.1. For this data rate, computationally expen-

sive reconstructions can be applied that are useful for the final event selection. These include

the MuEX angular reconstruction, the SplineMPE reconstruction, and the Paraboloid an-

gular uncertainty estimator, which are described in Section 3.4.

6.1.2 Final Event Selection

From the 1.7 Hz of remaining data, 4.8 mHz of events are selected for the final analysis

sample. This is done separately for the upgoing and downgoing regions. In the northern
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sky the background is dominated by low-energy mis-reconstructed atmospheric muons. This

can be mostly eradicated to isolate a sample of well-reconstructed up-going atmospheric

neutrinos, which are an irreducible background for the astrophysical neutrino signal. In the

southern sky, the background consists of high-energy muon bundles. This background more

closely mimics the signal, and is much harder to eliminate. Therefore, the event selection

in the south selects high-energy well-reconstructed events to reduce the data rate. For the

first time, we also discriminate between muon bundles and single muons of the same energy

deposition in order to enhance the signal e�ciency.

In both regions the event selection uses a classification algorithm known as a Boosted

Decision Tree (BDT). A decision tree is a series cuts that divide a data sample into di↵er-

ent classes. It is a supervised training algorithm - given events pre-identified as signal or

background and a series of variables or ”features” to use in the event selection process, the

decision tree learns how to classify the events. By optimizing the series of cuts on this known

data, it determines the probability that a new unknown data event is signal or background,

based on the values of its parameters. BDTs have previously been used for event selection

in neutrino experiments [142,143].

Decision trees are highly e↵ective at classifying data, but they also su↵er from overtrain-

ing. While decision trees are meant to exploit di↵erences in statistical distributions that

describe the data set, they can also find regions of the parameter space where the signal and

background appear to be well-separated, due to chance fluctuations. In such a scenario, the

decision tree’s predictive power for new events will be overestimated. One common tech-

nique to reduce overtraining is boosting. In a BDT, a decision tree is formed usually the

training data. The algorithm then tabulates which events it correctly classified and which

it did not, and adjusts the relative weighting of the events to increase the importance of

the misclassified events. This new re-weighted dataset is then used to train another decision

tree. This process is repeated several hundred times. When a new, unknown event is then

run through the BDT, its resulting score is a weighted sum of the results of all the trees. In

this event selection, we use the pyBDT software package to train and apply our BDTs.
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6.1.2.1 Northern Hemisphere

To best separate signal from background ratio, the northern sky is divided into two zenith

regions. Due to neutrino absorption in the Earth, the straight upgoing region is mostly

sensitive to neutrinos below 100 TeV while the region closer to the horizon is sensitive to

a wider energy range. The first region extends from a zenith angle of 85� to 130� and the

second covers 130� to 180�. In each region, one BDT is trained using E�2 Monte Carlo as

signal and another BDT is trained using a softer E�2.7 spectrum. The output scores from

both are used in the final event selection. The following nine variables are used in the BDTs

in both zenith regions:

Bayesian reconstruction likelihood ratio A 2-iteration SPE Fit is applied to the

data, weighted with a prior describing the zenith distribution of atmospheric muon

events. The reconstruction applies a strong prior probability of an event being down-

going. For mis-reconstructed events, a downgoing hypothesis often has the best overall

likelihood when weighted with this prior, while true upgoing events are robust against

such a weight. The likelihood ratio between the bayesian fit and the standard 2-

iteration SPE fit is provided to the BDT.

Space angle between SplineMPE and LineFit The space angle between di↵erent

reconstructions, which use very di↵erent algorithms and techniques, is used to estimate

the stability of the reconstruction and the quality of the event. Compared to the

LineFit, the SplineMPE reconstruction uses more detailed information on the photon

timing distributions. It is also seeded with the MuEX angular reconstruction, which

uses an iterative bootstrapping procedure to avoid local minima in the likelihood space,

and therefore better reconstructs low-quality events. For signal-like events, these two

algorithms usually reconstruct the events within a few degrees of each other, while

these reconstructions can di↵er by 20� - 30� for background-like events.

Space angle between high-noise and standard MPE Fit This variable is similar

to the one above, but uses the standard (Pandel-based) MPE reconstruction and a
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high-noise MPE fit. The MPE PDF includes a noise term to tolerate a low number of

hits arriving randomly in time. By increasing the noise term by a factor of 105, the

reconstruction more easily tolerates excess noise from random hits or a second muon

in the detector. It often achieves a more accurate reconstruction when the standard

MPE reconstruction fits for a local minimum. Therefore, the space angle between

these two reconstructions can be large for poor-quality background events and small

for signal-like events.

NDir The total number of DOMs with a ”direct” photoelectron hit, defined as [-15,250]

ns with respect to the speed-of-light time. The SplineMPE reconstruction defines the

track position for the photon travel distance. Well-reconstructed events have a higher

number of direct hits, indicating the reconstruction fits the data well.

Direct Length This variable is the maximum length along the reconstructed track

between DOMs with direct hits. Signal-like events tend to have longer tracks and

therefore longer direct lengths.

Muon speed from LineFit The LineFit reconstruction returns not only the direction

and position of the muon track, but also its speed. For well-reconstructed events, this

parameter is close to the speed of light, 0.299 m/ns, while poorly reconstructed events

often have faster or slower speeds.

Reconstructed energy Most astrophysical neutrino fluxes are predicted to have a

harder spectrum than atmospheric backgrounds. The MuEX energy reconstruction is

used here (see Section 3.4).

COG
Z

The z-coordinate of the ”center-of-gravity” of the event, or the average depth

of hit DOMs. Since the background is dominated by mis-reconstructed atmospheric

muons originating from above, they deposit most of their energy near the top of the

detector.
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Minimum zenith of split reconstructions A series of reconstructions are run in

which the collection of hit DOMs in the event is split in half, and separate reconstruc-

tions are run on each half of the event. This is done by splitting the hit series in half

in either space and time, producing four reconstructions - one for each half of the hit

series, for both types of splitting. This technique identifies coincident events. It also

identifies low-energy events where the reconstruction was distracted by a large cluster

of noise hits. Well-reconstructed upgoing events are relatively robust against this split-

ting procedure, while background events often appear downgoing after such aggressive

splitting. The zenith angle of the most downgoing of the four split reconstructions is

used in the BDT.

The following variables are used only in the BDT in the horizontal region:

Rlogl This parameter was defined in Section 6.1.1. Here, the SplineMPE reconstruc-

tion provides the likelihood.

Angular uncertainty using Paraboloid The paraboloid algorithm [134] estimates

the uncertainty of an angular reconstruction by fitting the profile likelihood around

the minimum. Eight zenith and azimuth locations are sampled, and the remaining

dimensions (vertex position) are fit independently at each point. A paraboloid function

is fit to the likelihood shape, returning the one sigma contour in angular space. Here,

the algorithm is applied to the MPE reconstruction.

The following variables are used only in the BDT for the vertical region:

Plogl This parameter was defined in Section 6.1.1. Here, the SplineMPE reconstruc-

tion provides the likelihood.

Angular uncertainty using MuEX Similar to paraboloid, this algorithm determines

the uncertainty associated with an angular reconstruction. Both the direction and

uncertainty are reconstructed using the iterative bootstrapping approach of MuEX
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(described in section 3.4). The angular uncertainty is defined as the median angular

di↵erence between each track reconstructed from the bootstrapped pulses and the final

track fit using the complete pulse series.

Both these pairs of parameters strive to separate signal and background events in the

same way, but the latter pair achieves slightly better separation power for lower-energy

events, which dominate the vertical region.

Distributions of a few BDT input variables, for both background and signal, are shown in

Figure 6.2. The resulting score distributions for each BDT in each region are shown in Figure

6.3. Cuts on the BDT output scores are optimized to achieve the best discovery potential

for both E�2 and E�2.7 signal spectra. The final cut keeps any event in the horizontal region

with a score from either the hard-spectrum or soft-spectrum BDT of greater than 0.13, as

well as any event in the vertical region with a score from either BDT greater than 0.11.

6.1.2.2 Southern Hemisphere

At an angle of more than 5� above the horizon, a pure neutrino sample cannot be isolated

from the high-energy atmospheric muon bundles that mimic neutrinos. The background can

be reduced by raising the energy threshold, applying quality cuts, and searching for signatures

of single neutrinos while rejecting muon bundles.

Before training the BDT, the data are reduced by applying the IceTop veto. This param-

eter exploits IceTop, the water cherenkov array on the surface of the glacier above IceCube,

by looking for surface hits from an air shower in coincidence with the muon observed in the

ice. Figure 6.4 shows the distribution of hits observed in the surface array. The time range

between -50 ns and 500 ns is used as the veto region, and any event with two or more IceTop

hits in this interval is discarded, as it likely originates from a cosmic ray air shower. This

cut is most e↵ective at small zenith angles, where events are likely to pass close to IceTop,

and reduces the total data rate in the southern hemisphere by 13%. The signal e�ciency

for this cut is estimated from the o↵-time data. Less than 2% of events have two or more

random noise hits in a 550 ns o↵-time region, and would therefore be accidentally vetoed.
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Figure 6.2: Distributions of BDT variables for signal and background in the horizontal

region. Each plot shows the data (solid), representing the background, and simulated E�2

⌫
µ

for signal (dashed). The signal only includes events reconstructed within 5� of the true

direction.
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Figure 6.3: Distributions of BDT scores for the upgoing region. The upper two plots show

the output scores for the BDTs trained for the horizontal region, while the lower two plots

show the vertical region. The left plots show the BDTs trained with E�2.0 ⌫
µ

, while the

right plots show the BDTs trained with E�2.7 ⌫
µ

. In each plot, the lower panel shows the

ratio between the data and the sum of the simulations. For higher score values, the BDT

becomes dominated by atmospheric neutrinos. At low scores, the data has an excess of

events compared to the simulated backgrounds. The agreement improves greatly in the

neutrino-dominated region.
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Figure 6.4: Hit distributions for the IceTop surface veto. The left plot shows the hit rate

as a function of time with respect to the in-ice muon. Hits between -50 ns and 500 ns often

originate from the atmospheric air shower accompanying the in-ice event, and are used as

a veto. Hits beyond this time range, representing random noise hits, illustrate the e↵ect of

the veto on astrophysical neutrinos, which have no accompanying air shower. The right plot

shows the e�ciency of a cut on the number of veto hits for signal and background, both

estimated from the data. Most astrophysical neutrinos have zero or one coincident IceTop

hits, while background events are much more likely to have more than one veto hit.

One BDT is trained for the entire downgoing region using data to describe the background

and E�2 neutrino simulation for signal. Eleven variables are used to train the BDT. The

first six are also used in the northern hemisphere:

NDir

Direct Length

Rlogl

Angular Uncertainty using Paraboloid

Space Angle between high-noise and standard MPE Fit

COG
Z
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The following two variables are geometrical quantities used to reject poor-quality events:

Separation The separation parameter measures the distance between the center-of-

gravity of the first quartile and last quartile of hits.

COG squared radius The center-of-gravity radius is the distance in the x-y plane

from the center of the detector to the average x-y position of the hit DOMs in the

event. This parameter helps remove events that only pass near the edge or corner of

the detector, which are harder to reconstruct accurately.

The last three variables exploit di↵erences between single muons and muon bundles:

NEarly / NCh

Energy loss likelihood ratio

Time residual likelihood ratio

High-energy single muons leave di↵erent charge deposition profiles in the detector com-

pared to muon bundles of similar energies. Large muon bundles consist of many low-energy

muons that typically lose energy at a constant rate as they traverse the detector. On the

other hand, neutrinos only create high-energy single muons and therefore have relatively

stochastic energy loss profiles. Photons from muons bundles are generally detected within

a wide time range, due to the width of the bundle. Outlying muons can also be recognized

by photon hits arriving at the DOM earlier than the speed-of-light time, as this time is

calculated from the reconstruction at the center of the bundle. and narrower photon timing

distributions. High-energy neutrino-induced muons, being single muons, have narrower time

residual distributions. The identification of early hits is done using the NEarly / NCh vari-

able. The subtler properties of the energy loss and timing distributions are quantified by a

likelihood technique.

For each signature (energy losses, photon timing), a likelihood is constructed to make use

of all relevant information - every reconstructed energy loss and every hit DOM. Probability
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tables of these observables are constructed for both the background (here represented by

data) and the signal (simulated neutrinos weighted to an E�2 spectrum). For a given event

and its observed data, the likelihood is calculated first using the signal PDFs and then the

background PDFs, and the ratio of the log likelihoods is used as a discriminator.

More formally, the likelihood to describe the energy loss distribution is

L =
Y

losses

P (Eloss|E,Lloss). (6.1)

The product is over all energy losses, and the probability P of an event with energy E

having a loss of energy Eloss at a length Lloss along the track is looked up in a histogram

constructed from either the data or simulated neutrinos. The size and location of each

individual energy loss is calculated using Millipede, and the energy proxy E is chosen to be

Millipede dE/dX, the total deposited energy reconstructed using Millipede divided by the

track length. Figure 6.5 shows an example of an energy loss PDF. The signal distribution is

centered on higher energies than the background, and has a larger variance. The likelihood

is calculated twice, once using the signal PDFs and once using the background PDFs. The

logarithm of the likelihood ratio,

log10

✓L
S

L
B

◆
, (6.2)

is then used as a variable in the BDT, where L
S

and L
B

are the likelihoods calculated

using the signal and background PDFs, respectively.

Similarly, the time residual likelihood is

L =
Y

DOMs

P (thit|E, d). (6.3)

The product is over all hit DOMs, thit is the time residual for the first hit on a given

DOM, d is the distance of closest approach between the given DOM and the reconstructed

track, and E is again the event’s energy proxy. To avoid potential systematic uncertainties

in the modeling of the ice properties, only DOMs within 150 m of the track and with time
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Figure 6.5: Probability distribution function for the energy loss likelihood. The left plot

shows the distribution of energy losses occurring 400 m down the track. Both data and

simulated signal tracks with a reconstructed dE/dX between 10�1 and 100.8 are shown.

These tracks are of low enough energy that single muons and muon bundles have very similar

energy loss profiles. On the other hand, the right plot shows tracks with a reconstructed

dE/dX between 102.1 and 103. For events of this brightness, single muons are much more

likely to have individual energy losses greater than 1 TeV at this distance along the track.

In both plots, reconstructed energy losses of 0 are floored to 0.1 GeV.

residuals between -200 ns and 300 ns are included. Figure 6.6 shows an example of a time

residual PDF. Similar to the energy loss likelihood, the time residual likelihood is calculated

once using signal PDFs, once using background PDFs, and the log likelihood ratio is used

as a variable in the BDT.

The distribution of BDT scores is shown in Figure 6.7. To obtain the final sample, a

cut on BDT score is varied with zenith to select an equal event rate per solid angle. We

also investigated a zenith-dependent energy cut, as was done in previous analyses [142], but

found the cut on BDT score accepted more events at lower energies, leading to increased
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Figure 6.6: Probability distribution function for the time residual likelihood. The left plot

shows the time residual distribution for hit DOMs 100 m from the reconstructed track. Both

data and simulated signal tracks with a reconstructed dE/dX between 100.8 and 101.4 are

shown. These tracks are of low enough energy that single muons and muon bundles have

similar time residual distributions. On the other hand, the right plot shows tracks with a

reconstructed dE/dX between 102.1 and 103. For events of this brightness, muon bundles

are much more likely to have early and late hits.

e�ciency in this region. The final cut on the BDT score is described by the following

piecewise function:

s > 0.07 &

8
>>>>>><

>>>>>>:

s > �0.303 + 5.805x � 24.592x2 + 34.815x3 x < 0.24

s > 0.171 � 0.055x � 0.044x2 + 0.033x3 + 0.087x4

+ 0.091x5 + 0.041x6 � 0.057x7 � 0.193x8 0.24  x < 0.9

s > �2.583 + 3.170x+ 3.243x2 � 3.790x3 x � 0.9

(6.4)

where s is the BDT output score and x is the cosine of the zenith angle.

6.2 Characteristics and Performance of the Final Event Sample

The final data sample for the first year of operation of the 86-string detector has 138,322

events, of which approximately half are in the northern hemisphere. The livetime and rates
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Figure 6.7: Distributions of BDT scores for the downgoing region. Since the properties of

the signal (blue) and background (black) are similar to each other, the separation between

the two classes is less significant than in the upgoing region. The majority of atmospheric

neutrino events (red) are not distinguishable from atmospheric muons, and no BDT score

achieves a high purity of atmospheric neutrinos.

for all four years of detector data are summarized in Table 6.2. The neutrino angular

resolution is shown in Figure 6.8. The median angular resolution is < 1� for neutrinos with

energies above 1 TeV, and approaches 0.3� at the highest energies. The neutrino e↵ective

area for this selection and the central 90% energy region for three signal spectra are shown

in Figure 6.9. The e↵ective area is the largest near the horizon. Far below the horizon high-

energy neutrinos su↵er from absorption in the Earth. Above the horizon the cuts necessary

to remove the background remove a significant portion of the lower-energy signal. As a

result the analysis is most sensitive to all energies near the horizon, while in the southern

hemisphere the sensitivity rapidly deteriorates at lower energies.

Distributions of a few observables for northern hemisphere data and atmospheric neutrino

simulation can be found in Figure 6.10. Both the rate and shape of most distributions

agree quite well, although there are some discrepancies in a few variables, including the

reconstructed energy.
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no. of strings dates live-time [days] atm. ⌫s # up-going # down-going

40 4/6/2008 - 5/20/2009 375.5 40/day 14,121 22,779

59 5/20/2009 - 5/31/2010 348.1 120/day 43,339 64,230

79 5/31/2010 - 5/13/2011 316.2 180/day 50,857 59,009

86 5/13/2011 - 5/15/2012 332.6 210/day 69,227 69,095

Table 6.2: Summary for four di↵erent IceCube configurations for point source analyses. The

fourth column shows the expected atmospheric neutrino rate from simulation [115], while

the fifth and sixth columns contain numbers of up- and down-going data events at final

selection level. The upgoing data are dominated by atmospheric neutrinos, while data in the

downgoing region are dominated by atmospheric muons.

6.3 Point Source Analysis Method

To search for point sources, we look for spatial clustering of events around individual

points in the sky using an un-binned maximum likelihood. We follow the technique used

in [144] and [142]. This method has a number of advantages. It correctly incorporates

probabilistic information about each event’s position and angular uncertainty. Compared to

a binned search, this uses a more precise treatment of the detector angular resolution that

ultimately leads to an enhanced sensitivity. Information about each event’s energy is also

included in the likelihood, which improves sensitivity to a wide range of source spectra as well

as enabling the likelihood to explicitly fit for the spectral shape of the source. Additionally,

significances are estimated by repeating each hypothesis tests on data sets randomized in

right ascension, which provides robust p-values that are largely independent of detector

systematic uncertainties.

We first describe the likelihood and test statistic formulation, and then discuss the detec-

tor observables the likelihood uses, the sensitivity of the analysis, and the specific hypothesis

tests we apply.
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Figure 6.8: Median neutrino angular resolution (angle between reconstructed muon track

and neutrino direction) as a function of neutrino energy for simulated northern hemisphere

event samples from the 86-string (solid) and 79-string (dashed) detector configurations. The

improvement is due to the SplineMPE reconstruction algorithm. At 30TeV, the 40 and 59

string event selections (not shown) give angular resolutions of ⇠ 0.8� and ⇠ 0.75�, respec-

tively [142]. The dash-dotted line shows the median kinematic opening angle between the

neutrino and muon.

6.3.1 Likelihood and Test Statistic

The likelihood is defined as

L(�, n
s

) =
Y

j

Lj(�, nj

s

) =
Y

j

Y

i2j


nj

s

N j

Sj

i

+

✓
1 � nj

s

N j

◆
Bj

i

�
, (6.5)

where B
i

is the background PDF and S
i

is the signal PDF. The likelihood is a func-

tion of two fit parameters - n
s

, the number of signal neutrino events originating from the

point source, and �, the astrophysical neutrino spectral index of a source with a power law

spectrum. This likelihood combines data from di↵erent detector configurations, using inde-

pendent PDFs for each data set. The outer product is over j datasets. Here, we combine

four years of detector data, so j represents one of {IC40, IC59, IC79, IC86}. The inner

product is over the N total events in each dataset.
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(a) (b)

Figure 6.9: (a) Neutrino e↵ective area for the 86-string detector as a function of primary

neutrino energy for six declination bands. The e↵ective area is the average of the area for

⌫
µ

and ⌫̄
µ

. (b) Central 90% energy region for simulated neutrino events as a function of

declination. This defines the region where the upper limits for E�2, E�2.3, and E�2.7 source

spectra are valid.
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Figure 6.10: Comparison of data and simulation at neutrino level for the Northern Hemi-

sphere. In each plot, the top panel shows the distribution of the variable, while the bottom

panel shows the ratio between the data and the simulation. The simulation represents at-

mospheric muon neutrinos according to the model from [115].
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The signal PDF S
i

incorporates both directional and energy information about each

individual event by multiplying independent spatial and energy PDFs:

Sj

i

= Sj

i

(|~x
i

� ~x
s

|, �
i

)E j

i

(E
i

, �
i

, �). (6.6)

The spatial PDF is defined as a two-dimensional gaussian,

Sj

i

(|~x
i

� ~x
s

|, �
i

) =
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i

e
� |~x

i

�~x

s

|2

2�2
i , (6.7)

centered on the source position with a standard deviation that corresponds to each indi-

vidual event’s estimated angular uncertainty. The energy PDF for signal is the normalized

energy distribution for neutrinos simulated from a power law distribution. It is a function

of the event’s energy and the source spectral index �. Since the detector acceptance changes

changes with declination, the energy PDF is also a function of the event’s declination �
i

.

Figure 6.11 shows the energy PDF for sources with di↵erent spectral indices.

The background PDF B
i

is also a product of spatial and energy terms,

Bj

i

= Bj

i

(�
i

)E j

i

(E
i

, �
i

). (6.8)

It is constructed using the spatial and energy distributions of the data. Bj

i

(�
i

) is the event

density per unit solid angle as a function of declination. This quantity is independent of right

ascension because IceCube, being situated at the South Pole, has uniform acceptance in right

ascension. E j

i

(E
i

, �
i

) is the normalized energy distribution for data events at a declination

�
i

.

The likelihood is a function of only a single spectral index � and total number of signal

events at each location at the sky. As this search focuses on time-independent point sources,

the spectral index is not allowed to vary independently for each data set. Likewise, the total

number of signal events is a fit parameter, but the division of n
s

into a nj

s

for each year

of data is fixed according to the detector acceptance in each year. Figure 6.12 shows the

relative e�ciency of each detector year for di↵erent source spectra.
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Figure 6.11: Energy probability density function for the point source likelihood, at a decli-

nation of 30�. The background distribution (given by the data) and distributions for three

simulated astrophysical neutrino spectra are shown.

After maximizing the likelihood at a specific location in the sky, and determining the

best fit number of signal events n̂
s

and spectral index �̂, the test statistic (TS) is defined

as the log likelihood ratio between the null and alternative hypothesis. In our case, the null

hypothesis is that all events are generated from the background distribution, ie. n
s

= 0.

The alternative hypothesis is a point source of strength n̂
s

and spectral index �̂ exists at the

tested location. The TS is calculated via:

TS = 2 log

 L(n̂
s

, �̂)

L(n
s

= 0)

�
. (6.9)

Here, we only fit for upward fluctuations by constraining n
s

� 0. Additionally, we

constrain � to be between -1 and -4. The significance of an observation is determined

by compared the TS to the TS distribution from data sets randomized in right ascension.

The TS distribution for randomized data sets represents the probability a given observation
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Figure 6.12: Fraction of signal events expected in each detector year, for four di↵erent

declinations. In the northern hemisphere (top two panels) the signal fraction is relatively

independent of spectral index, with IC86 contributing approximately 1/3 of the total signal.

In the southern hemisphere the fraction of signal events in each data set exhibits a strong

energy dependence. The improved event selection in IC86 leads it to contribute > 50% of

the expected signal for E�3 spectra and softer in this region.
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could occur by random chance with the given data. For large sample sizes, this distribution

approximately follows a chi-squared distribution, where the number of degrees of freedom

corresponds to the di↵erence in the number of free parameters between the null hypothesis

and the alternate hypothesis [145]. Since both n
s

and � float freely for the alternate hypoth-

esis but are fixed for the null hypothesis, the number of degrees of freedom is 2. Figure 6.13

shows the TS distribution for randomized data sets.

6.3.2 Observables used in the Likelihood

The likelihood requires three pieces of information about each event: its location, its an-

gular uncertainty, and its reconstructed energy. Besides the event selection, the performance

of the analysis is due to the precision with which these three observables are known.

The direction and angular uncertainty are obtained using the SplineMPE reconstruction,

which is discussed in Section 3.4. An estimate of the angular uncertainty is obtained using

the paraboloid algorithm [134], which fits a 2D paraboloid to the profile likelihood around

the minimum. The performance of this algorithm is evaluated using simulated signal events.

For an ideal estimator, the estimated angular uncertainty would contain the true simulated

direction in 68% of cases. The pull, defined as the ratio between the true reconstruction error

and the estimated reconstruction error, should follow a 2D gaussian distribution projected

into a 1D plane, with a unit median and standard deviation. However, when paraboloid

is applied to simulated neutrinos, the median pull is often o↵set from one. It more often

underestimates the angular uncertainty, with the bias becoming worse at higher energies.

Since this behavior degrades the performance of the likelihood search, we apply a correction

function to return the median pull to one at all energies. This function is derived from the

simulation, and is shown in Figure 6.14.

The last ingredient for the likelihood is the energy proxy. While it is possible to use

simple parameters such as the total deposited charge or total number of hit DOMs for

each event, the sensitivity of the analysis can be improved by using likelihood-based energy

reconstructions. In this analysis we use MuEX as the energy proxy, which is described in
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Figure 6.13: Test statistic distribution for randomized data sets. The chi-squared approxi-

mation agrees well with the data. The test statistic values required for 3� and 5� rejection

of the null hypothesis are denoted by the intersection of the horizontal lines with the red

curve. Here, the chi-squared approximation is divided by 2, since under-fluctuations are not

allowed in the point source fit.
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Figure 6.14: Pull distributions for the paraboloid angular uncertainty estimator. The plot

on the left shows the pull as a function of reconstructed energy (MuEX). The black points

are the median pull at each energy, and the gray shaded area denotes the central 68% of

the distribution. The pull is defined as the ratio between the true reconstruction error

from simulation and the reconstruction error estimated using paraboloid. The estimated

uncertainty often underestimates the reconstruction error at higher energies, resulting in a

larger pull. A polynomial is fit to the median of the distribution (dashed line). The right

plot shows the pull distribution after the estimated angular uncertainties for each event are

corrected by the polynomial function. The distribution is now centered at a pull of one

(dashed line) at all energies.
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Section 3.4 as well as [125]. Other algorithms, including the truncated mean algorithm [146],

were also testing but did not improve performance.

6.3.3 Sensitivity and Discovery Potential

To estimate the performance of the analysis, we simulate point sources of various strengths

and observe the analysis response. Two metrics are used - the discovery potential and the

sensitivity.

The discovery potential corresponds to the point source flux that required for a 5� dis-

covery. Pseudo-experiments are generated with randomized data, and signal events drawn

from an astrophysical spectrum are injected into the data set. For each pseudo-experiment,

the likelihood is maximized and the test statistic computed at the location of the injected

point source. The number of signal events is adjusted until 50% of pseudo-experiments re-

ceive a test statistic that is greater than the 5� discovery threshold. In other words, half

the pseudo-experiments result in a TS greater than ⇠ 27.5, above which only 0.00003% of

background-only pseudo-experiments are expected.

The sensitivity corresponds to the flux level at which 90% of pseudo-experiments receive

a p-value less than 0.5. 90% of randomized data sets with signal injected at this level obtain

a TS above the median background-only test statistic. This corresponds to the median upper

limit the analysis produces in the absence of a signal.

The discovery potential as a function of energy and declination is shown in Fig. 6.15

and Fig. 6.17, respectively. Compared to the 3-year point source analysis [142], the addition

of the first year of data from the completed detector, including improved reconstruction

and background rejection techniques leads, to a 40 � 50% improvement in the discovery

potential. Larger gains are achieved at energies below 1 PeV in the southern hemisphere.

6.3.4 Hypothesis Tests Performed

With the likelihood framework described above, we complete two searches for point

sources. The first searches for evidence of a neutrino point source anywhere in the sky.
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Figure 6.15: Discovery flux as a function of the neutrino energy at 5� confidence level, for

three di↵erent declinations (solid lines). Point sources with an E�2 spectrum are simulated

over a half-decade in energy, and the flux in each bin required for discovery forms the curve

above. Results from the previous analysis with 3 years of the data are shown with dashed

lines.
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This test is independent of any prior information on locations of potential sources, and is

therefore a relatively model-independent search. The likelihood is evaluated in each direction

in the sky, in steps of 0.1� ⇥ 0.1� within the declination range -85� to +85�. Beyond this

declination range, the phase space in right ascension is reduced and the scrambling technique

no longer e↵ectively estimates the statistical significance of an observation. At each location,

the likelihood fits for the source strength n
s

and spectral index �.

The final result of this test is the location, fit information, and p-value of the most signifi-

cant fluctuation (the “hottest spot”). As this analysis has substantially di↵erent sensitivities

in either hemisphere, the hottest spot in each hemisphere (� < �5�, � � 5�) is reported.

Since every location in the sky is considered in this search, the number of e↵ective trials is

very high and is related to the angular resolution. To correct for the trial factor, this same

test is repeated on an ensemble of scrambled data sets and the probability of observing a

spot more significant than the final result by random chance is obtained.

The second hypothesis test searches for neutrino emission from a catalog of candidate

sources. These sources are selected based on observations from other wavelengths (x-rays,

gamma-rays, etc.) or astrophysical models predicting neutrino emission. This technique

reduce the large number of e↵ective trials associated with scanning the entire sky. It is

also is useful for communicating and reporting results, as the sky map contains significant

information of interest beyond the hottest spot. The source list contains 44 sources chosen

a priori. Similar to the all-sky search, the most significant source from each hemisphere is

reported, and the chance probability of such a correlation occurring is estimated by repeating

the test on data sets randomized in right ascension.

6.3.5 Systematic Uncertainties

In the analyses described here, the background is estimated by scrambling the detector

data in right ascension. This technique provides a p-value independent of both theoretical

uncertainties on the fluxes of atmospheric backgrounds as well as systematic uncertainties in

the detector simulation. The p-values are therefore robust against most sources of systematic
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error. However, upper limits and analysis sensitivities are calculated by simulating the

detector response to astrophysical neutrinos. Detector uncertainties including the optical

properties of the ice and the absolute e�ciency of the optical modules can a↵ect the reported

sensitivities and upper limits.

The magnitude of the systematic uncertainty is estimated by repeating the sensitivity

calculation using signal simulation with varied properties. Ref. [142] and [133] contain a

detailed discussion of all relevant systematic uncertainties. The dominant sources of uncer-

tainty were found to be the absolute e�ciency of the DOMs and the properties of the glacial

ice. The analysis using three years of data was estimated to have a total systematic uncer-

tainty of 18%. Since 65% of the data used here is the same as the three-year analysis and the

techniques for the new event selection and analyses are similar, the systematic uncertainty

on the four year sample is about the same. However, the added year of data utilizes the

new SplineMPE track reconstruction, which is more sensitive to uncertainties in the optical

properties of the ice. We re-evaluate the e↵ect of the ice properties on the analysis for the

2011-2012 data, finding a corresponding systematic uncertainty of +16%/-8%. This is incor-

porated into the overall systematic uncertainty by averaging it with the ice model e↵ect from

the previous years. The resulting overall systematic uncertainty on the quoted sensitivities

and upper limits is 21%.

6.4 Results

Figure 6.16 shows the result of the all-sky scan for point sources in terms of significance

at each location in the sky. The most significant deviation in the northern sky has a pre-trial

p-value of 4.81 ⇥ 10�6, and is located at 29.25� r.a. and 10.55� dec. At this location, the

best fit values of the number of source events, n̂
s

, and signal spectral index, �̂, are 43.0 and

2.88, respectively. In the southern sky, the most significant deviation has a pre-trial p-value

of 6.81⇥ 10�6 and is located at 347.95� r.a. and �57.75� dec. Here, the best fit values of n̂
s

and �̂ are 13.0 and 3.95, respectively. After accounting for the trial factor associated with
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Figure 6.16: Pre-trial significance skymap in equatorial coordinates (J2000) of the all-sky

point source scan for the combined four year data sample. The black line indicates the

Galactic plane, and the black plus sign indicates the Galactic Center. The most significant

fluctuation in each hemisphere is indicated with a square marker.

scanning the sky for the most significant spots, the post-trial p-values are 0.23 for the spot

located in the northern sky and 0.44 for the spot located in the southern sky.

The search for neutrino emission from an a priori list of 44 candidate sources produced

the results shown in Tables 6.3 and 6.4. In the northern sky, 1ES 0229+200 has the strongest

upward fluctuation. The pre-trial p-value of such a fluctuation is 0.053, but after considering
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the random chance of observing such a fluctuation in any of the sources, the post-trial p-

value is 0.61. In the southern sky, PKS 0537-441 has the strongest upward fluctuation, with

a pre-trials p-value of 0.083 and a post-trials p-value of 0.33. Upper limits on the E�2 muon

neutrino flux for 90% confidence level (C.L.) from each source are listed in the table, and

are shown along with the analysis sensitivity in Figure 6.17.

No evidence for neutrino emission from point sources have been found in the first four

years of IceCube data, and the results presented here are compatible with the background-

only hypothesis. These searches are quite model-independent. The event selection was

optimized for a wide energy range, and the hypothesis tests searched for emission anywhere

in the sky.

Increased sensitivity to more specific models and source classes can be gained by including

more model-dependent information in the likelihood. A number of hypothesis tests used this

same data sample to search for emission from targeted source catalogs [147], while others used

di↵erent techniques to search for multiple point sources in the entire sky or in the Cygnus

region [148]. The catalog-based analyses searched for neutrinos associated with blazars and

AGN, galaxy clusters, starburst galaxies, supernova remnants, molecular clouds interacting

with supernova remnants, pulsar wind nebulae, and TeV gamma ray sources observed by

Milagro [147]. These searches use a stacking technique, in which the likelihood is modified to

include signal contributions from numerous spatially-separated sources. While this increases

the total flux required for discovery, the flux per source is significantly reduced [133,147]. In

all cases, the observations were consistent with the background only hypothesis. The most

significant result came from the stacking of six TeV gamma ray sources observed by Milagro,

where the likelihood fit 51.4 signal events with a soft E�3.95 spectrum, resulting in a p-value of

0.02. While this is compatible with the background-only hypothesis, it is intriguing because

a large upwards fluctuation was observed in this same catalog in an a posteriori search

using the 40-string IceCube data set. In [147], this year of data was explicitly removed to

avoid bias, and a modest overfluctuation is again observed with the three additional years of
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data. While the best-fit E�3.95 spectrum is softer than most astrophysical models, a hard-

spectrum source with a cuto↵ could lead to a soft-spectrum best-fit. The upper limit from

this observation is still a factor of 1.95 above the model flux predicted in [149]. More data

is needed to tell whether this correlation is just a chance fluctuation or the start of a signal.

The data and analysis technique described here can also be modified to search for time-

dependent neutrino sources. Many astrophysical objects have time-dependent emission in

other wavelengths. Gamma-ray bursts emit a large flux of gamma-rays over second or sub-

second intervals. Blazars are observed to have enhanced gamma-ray emission over periods of

days to weeks. X-ray binaries, including microquasars, exhibit periodic emission. Searches

for flaring neutrino emission, either triggered by other observatories or un-triggered, have

been completed using the data sample presented here. No evidence of any time-dependent

emission has been found [150].

Table 6.3: Results for Galactic objects on the a priori search list.

Category Source r.a. [�] dec. [�] p-value n̂
S

�̂ B1� �90%
⌫

µ

+⌫̄

µ

SNR TYCHO 6.36 64.18 – 0.0 – 17.8 2.06

Cas A 350.85 58.81 – 0.0 – 17.8 1.70

IC443 94.18 22.53 0.35 4.6 3.9 27.8 1.38

HMXB LSI +63 303 40.13 61.23 – 0.0 – 17.8 1.95

/mqso Cyg X-3 308.11 40.96 0.42 3.7 3.9 21.5 1.70

Cyg X-1 299.59 35.20 0.18 8.9 3.9 23.4 2.33

HESS J0632+057 98.25 5.80 0.14 13.4 3.4 37.0 1.37

SS433 287.96 4.98 – 0.0 – 37.6 0.65

Continued on next page
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Table 6.3 – Continued from previous page

Category Source r.a. [�] dec. [�] p-value n̂
S

�̂ B1� �90%
⌫

µ

+⌫̄

µ

Star For-

mation

Region

Cyg OB2 308.08 41.51 – 0.0 – 21.0 1.36

pulsar/ MGRO J2019+37 305.22 36.83 – 0.0 – 23.1 1.23

PWN Crab Nebula 83.63 22.01 0.44 4.4 3.9 27.8 1.15

Geminga 98.48 17.77 – 0.0 – 30.7 0.92

Galactic

Center

Sgr A* 266.42 -29.01 – 0.0 – 36.6 8.11

Not iden-

tified

MGRO J1908+06 286.98 6.27 – 0.0 – 36.4 0.71

Note. – Sources are grouped according to their classification as High-Mass X-ray binaries

or micro-quasars (HMXB/mqso), SNRs, Pulsar Wind Nebulas (PWNs), star formation

regions and unidentified sources. The p-value is the pre-trial probability of compatibility

with the background-only hypothesis. The n̂
S

and �̂ columns give the best-fit number of

signal events and spectral index of a power-law spectrum. When n̂
S

= 0, no p-value or �̂ are

reported. The eighth column gives the number of background events in a circle of 1� around

the search coordinates. The last column shows the upper limits based on the classical

approach [152] for an E�2 flux normalization of ⌫
µ

+ ⌫̄
µ

flux in units of 10�12TeV�1cm�2s�1.
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Figure 6.17: Muon neutrino upper limits with 90% C.L. evaluated for the 44 sources (dots),

for the combined four years of data (40, 59, 79, and 86 string detector configurations). The

solid black line is the flux required for 5� discovery of a point source emitting an E�2 flux at

di↵erent declinations while the dashed line is the median upper limit or sensitivity also for a

90% C.L. The ANTARES sensitivities and upper limits are also shown [151]. For sources in

the southern hemisphere, ANTARES constrains neutrino fluxes at lower energies than this

work.
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Table 6.4: Results for extragalactic objects on the a priori search list.

Category Source r.a. [�] dec. [�] p-value n̂
S

�̂ B1� �90%
⌫

µ

+⌫̄

µ

BL Lac S5 0716+71 110.47 71.34 – 0.0 – 16.5 2.77

1ES 1959+650 300.00 65.15 0.083 9.8 3.2 17.7 4.72

1ES 2344+514 356.77 51.70 – 0.0 – 19.1 1.41

3C66A 35.67 43.04 – 0.0 – 20.5 1.220

H 1426+428 217.14 42.67 – 0.0 – 20.8 1.29

BL Lac 330.68 42.28 – 0.0 – 20.8 1.30

Mrk 501 253.47 39.76 0.45 3.2 3.7 22.1 1.61

Mrk 421 166.11 38.21 0.26 3.8 1.9 22.4 2.10

W Comae 185.38 28.23 0.34 1.4 1.6 25.9 1.62

1ES 0229+200 38.20 20.29 0.053a 16.0 3.7 28.6 2.32

PKS 0235+164 39.66 16.62 – 0.0 – 31.4 0.88

PKS 2155-304 329.72 -30.23 – 0.0 – 37.0 8.43

PKS 0537-441 84.71 -44.09 0.083b 6.3 3.9 35.2 30.03

FSRQ 4C 38.41 248.81 38.13 0.12 10.6 2.8 22.4 2.71

3C 454.3 343.49 16.15 – 0.0 – 31.4 0.85

PKS 0528+134 82.73 13.53 – 0.0 – 32.3 0.80

PKS 1502+106 226.10 10.49 0.21 6.1 2.3 33.2 1.39

3C 273 187.28 2.05 0.45 3.2 2.6 38.9 0.72

3C279 194.05 -5.79 – 0.0 – 33.5 1.51

QSO 2022-077 306.42 -7.64 0.45 1.3 2.0 34.1 2.07

PKS 1406-076 212.24 -7.87 – 0.0 – 34.1 1.66

QSO 1730-130 263.26 -13.08 – 0.0 – 37.1 3.46

PKS 1622-297 246.53 -29.86 0.13 6.2 2.7 36.6 17.17

Continued on next page
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Table 6.4 – Continued from previous page

Category Source r.a. [�] dec. [�] p-value n̂
S

�̂ B1� �90%
⌫

µ

+⌫̄

µ

PKS 1454-354 224.36 -35.65 0.2 5.4 3.9 35.6 19.64

Starburst M82 148.97 69.68 – 0.0 – 16.3 2.94

Radio NGC 1275 49.95 41.51 – 0.0 – 21.0 1.36

Galaxies Cyg A 299.87 40.73 0.18 1.8 1.5 21.5 2.60

3C 123.0 69.27 29.67 – 0.0 – 25.7 1.07

M87 187.71 12.39 0.26 8.8 3.9 32.4 1.38

Cen A 201.37 -43.02 – 0.0 – 35.5 13.57

Note. – Sources are grouped according to their classification as BL Lac objects, Radio

Galaxies, Flat-Spectrum Radio Quasars (FSRQ) and Starburst galaxies. The p-value is

the pre-trial probability of compatibility with the background-only hypothesis. The n̂
S

and �̂ columns give the best-fit number of signal events and spectral index of a power-law

spectrum. When n̂
S

= 0, no p-value or �̂ are reported. The eighth column gives the number

of background events in a circle of 1� around the search coordinates. The last column

shows the upper limits based on the classical approach [152] for an E�2 flux normalization

of ⌫
µ

+ ⌫̄
µ

flux in units of 10�12TeV�1 cm�2s�1.

a,bMost significant p-value in the northern and southern skies, respectively, among all Galactic

and extragalactic objects on the a priori search list.
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Chapter 7

Search for Point Sources using Three Years of High-
Energy Contained-Vertex Event Data

7.1 Introduction

The point source analysis described in the previous chapter used a high statistics sample

of through-going muons. This represents the traditional strategy for neutrino telescopes

[147,151], and has a number of benefits. Muon tracks can be reconstructed to high precision,

reducing the e↵ective background per bin on the sky and allowing for the identification of

the source object in the presence of a signal. Using through-going tracks also boosts the

detector e↵ective area by including neutrinos that interact many kilometers away from the

fiducial volume.

However, requiring a track-like topology restricts the analysis to only use the charged-

current ⌫
µ

interaction channel. Many models of astrophysical neutrino emission predicts a

flux with a 1:1:1 ⌫
e

:⌫
µ

:⌫
⌧

flavor ratio at the Earth [11]. The vast majority of ⌫
e

and ⌫
⌧

interactions leave shower-like signatures in our detector, and NC ⌫
µ

interactions appear as

showers as well. Above ⇠ 100TeV, as much as 80% of the total 1:1:1 astrophysical flux

appears as showers in IceCube. A point source search using an event sample with both

tracks and showers can therefore gain a substantial fraction of the signal.

Here, we present an all-sky, all-flavor point source analysis using three years of high-

energy contained-vertex events. By selecting bright events that start inside the detector, the

background can be reduced to isolate a sample of only dozens of events, which are mostly

astrophysical neutrinos. While shower events have substantially worse angular resolution
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than muons, the low overall background rates improves sensitivity to point sources of lower

fluxes and lower energies in the southern hemisphere.

The analysis searches for astrophysical sources by testing for spatial clustering using

an un-binned maximum likelihood method. Model-independent searches for clustering in

any part of the sky are performed, as well as targeted searches for correlation with known

gamma-ray sources. We first give an overview of the event selection, event sample, and the

evidence for an astrophysical component of the flux. This is described in detail in [12, 13].

We then describe the point source analysis method and the results from each hypothesis test

performed.

7.2 Event Selection

The event selection reduces the background by selecting for events with interaction ver-

tices inside the detector’s fiducial volume. It focuses on energies above ⇠ 60TeV, where

the backgrounds can be reduced by relatively simple cuts and potential astrophysical signal

begins to dominate. Atmospheric muons are identified and vetoed by light deposited in the

outer layers of the detector at the beginning of the event. Figure 7.1 shows the detector split

into the inner fiducial volume and the outer veto layer. For su�ciently high-energy events,

an entering muon track reliably produces hits in the veto region. We required that each

event have fewer than three of its first 250 observed PE detected in the veto region. In ad-

dition, we required that the event produce at least 6000 PE overall to ensure that statistical

fluctuations in the light yield were low enough for entering muons to reliably produce light

in the veto region. This event selection rejects 99.999% of the muon background above 6000

PE (7.2). It also removes 70% of atmospheric neutrinos [153] in the southern hemisphere,

due to both the charge cut and a property of the background known as the self-veto. Since

atmospheric neutrinos are produced in atmospheric air showers, they are often accompanied

by muons from the same air shower. In the southern hemisphere, IceCube can detect both

components. While the atmospheric neutrino may interact inside IceCube without leaving
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Top

veto region

125 meters

90 meters

10 meters

veto region

Side 

fiducial volume

fiducial volume

80 meters

-1450 m

-2085 m
-2165 m

-2450 m

Figure 7.1: Diagram of the 86-string configuration of IceCube. The 79-string configuration,

also used in this analysis, is missing the dark gray strings in the bottom left corner for the

2010-2011 season. The side view (right) shows a cross-section of the detector indicated in

the top view (left) in blue. Events producing first light in the veto region (shaded area) were

discarded as entering tracks (usually from cosmic ray muons entering the detector). Most

background events are nearly vertical, requiring a thick veto cap at the top of the detector.

The horizontal veto layer from 2085 - 2165 m removes highly inclined events entering the

detector in the large dust layer [122], where they could potentially go undetected by the

outer strings. Figure from [12].

light in the veto region, the accompanying muon will deposit light in the veto region, caus-

ing the entire event to be vetoed. This becomes more e↵ective at higher neutrino energies,

since higher-energy neutrinos are likely to be accompanied by more numerous and higher-

energy muon bundles, which are less likely to underfluctuation and sneak through the veto

region [154].

This event selection not only su�ciently removes the vast majority of the background,

but also retains nearly all astrophysical neutrino events interacting within the fiducial volume
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Figure 7.2: Distribution of deposited charge. Muons at higher total charges are less likely to

pass the veto layer undetected, causing the muon background (red, estimated from data) to

fall faster than the overall trigger rate (uppermost line). The data events in the unshaded

region, at charge > 6000, are the events reported in this work, with error bars indicating

68% Feldman-Cousins intervals. The best-fit E�2.3 astrophysical spectrum (gray line) and

atmospheric neutrino flux (blue) are shown, along with current experimental uncertainties on

the atmospheric neutrino background (hatched). The magenta line shows the experimental

90% CL upper bound on the atmospheric neutrino flux from charmed meson decays from

[155]. Figure from [13].

at energies above a few hundred TeV. This selection is largely independent of neutrino flavor,

event topology, or arrival direction. No event quality parameters or topology characteristics

are used to select events - as long as its interaction vertex is inside the fiducial volume, it

does not matter how the event behaves after starting. Figure 7.3 shows the neutrino e↵ective

area and e↵ective target mass. For charged-current ⌫
e

events, the selection criteria is fully

e�cient above 200TeV. Since charged-current ⌫
µ

interactions create a high-energy muon that

often leaves the detector with a significant proportion of its energy, the energy threshold is

highest for this channel.
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Figure 7.3: Left: Neutrino e↵ective areas for each flavor assuming an equal flux of neutrinos

and antineutrinos and averaged over all arrival angles. At 6.3 PeV, resonant W production

on atomic electrons increases sensitivity to ⌫̄
e

. The e↵ective area includes e↵ects from atten-

uation of neutrinos in the Earth [106], relevant at energies above 100 TeV. Right: E↵ective

target mass as a function of energy. The deposited energy threshold in this search causes

bias against ⌫
µ

and ⌫
⌧

at low energies, as secondaries from charged-current interactions can

carry a portion of the total interaction energy out of the detector. For ⌫
e

charged-current

events, where all the neutrino energy is visible in the detector, full e�ciency is reached above

100TeV. Figure from [12].

This analysis uses three years of data, covering IC79, IC86-I, and IC86-II. In the 988

days of livetime, 37 events passed the cuts. Two of these events are obvious backgrounds.

One has hits in IceTop that arrive at the time expected from an atmospheric air shower in

coincidence with the in-ice muon. The other is an obvious coincident event, with two muons

from di↵erent air showers in the detector within the trigger window. For the point source

analysis, both these events were removed, leaving a final sample of 35 events. Table 7.1 lists

the energies, times, directions, and angular uncertainties of the events.
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7.3 Reconstruction

The vertex position, direction, and energy loss pattern of each event is reconstructed

simultaneously using the millipede reconstruction (see Section 3.4). The result of the recon-

struction used in the clustering analysis is a full sky likelihood map. For each direction in the

sky, this provides the likelihood describing how well a hypothesis particle from this direction

fits the observed PMT pulses. This map can be normalized to form a PDF describing the

event’s arrival direction.

This computationally-expensive process is completed by splitting the sky into pixels.

The likelihood at each pixel can then be maximized independently. For each pixel, the

likelihood minimizer scans across the (x, y, z) coordinates of the vertex position, unfolding

the energy loss pattern at each step and assuming the event direction corresponding to

the pixel direction. The position of the pixels are determined using HEALPix [135], which

provides bins of equal solid angle covering the entire sky. For cascade events, the sky is

partitioned into 49,152 independent pixels, corresponding to a pixel resolution of ⇠ 0.9�.

For track events, which can be reconstructed to less than 1�, the likelihood scan is repeated

with a finer binning around the maximum, corresponding to a ⇠ 0.1� resolution.

Systematic uncertainties, such as our knowledge of the ice properties and DOM e�ciency,

can a↵ect the width and shape of the likelihood space. To account for this in the analysis,

each track and cascade map is smoothed by 1� and 10�, respectively. Examples of full-sky

likelihood maps for two events are shown in Figure 7.4.

7.4 Evidence for Astrophysical Origin of the Events

The observation of 37 high-energy contained-vertex events represents a large excess over

the expected background rate of atmospheric muons and atmospheric neutrinos. The rate

of atmospheric muons that do not leave hits in the veto region can be estimated from data.

By using an outer region of the detector to tag muon events and an inner region to measure

their detection e�ciency, the muon background is estimated to be 8.4 ± 4.2 events in the
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Figure 7.4: Examples of likelihood maps for track and cascade events, in local detector

coordinates. The top panel shows the normalized and smoothed likelihood map for Event 3,

a highly-localized track event. The bottom panel is the map for Event 10, a cascade event.
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three year sample. This technique, which is independent of Monte Carlo simulation, provides

a robust background estimate with no systematics - the error bar is purely statistical. The

atmospheric neutrino background is estimated to produce 6.6+5.9
�1.6 events in the entire sample.

This is estimated using a parametrization of the atmospheric neutrino flux that is consistent

with previous IceCube measurements of the northern hemisphere ⌫
µ

spectrum [115,155,156].

The uncertainty on this estimate is dominated by the ⌫
µ

flux from charmed meson decays,

which has never been experimentally measured. Lesser contributions include uncertainties

on the nuclear composition of cosmic rays and models of hadronic interactions, as well as

detector systematics such as the e�ciency of the DOMs.

Besides the total excess of events, the event distribution in energy and zenith angle as

well as the event topologies provide compelling evidence for an astrophysical component.

The majority of the backgrounds would yield an excess of low-energy tracks. The flux of

conventional atmospheric muons and neutrinos falls as E�3.7, and the atmospheric neutrino

flux from charmed meson decays would follow a E�2.7 energy spectrum. The data, however,

appear to have a much harder energy spectrum and are dominated by high-energy shower

events instead of tracks.

Additionally, at these energies atmospheric neutrino backgrounds are suppressed in the

southern hemisphere. Since atmospheric neutrinos are produced in air showers alongside

high-energy muons, these accompanying muons will be observable at depth and would serve

to identify any atmospheric event upon entering the detector. However, the observed excess

in data is dominated by higher-energy events in the southern hemisphere, which is incom-

patible with any flux of atmospheric origin. This atmospheric neutrino suppression is a

distinctive and generic feature of any neutrinos originating in cosmic ray interactions in the

atmosphere - it does not matter whether the neutrinos originate from decays of pions and

kaons or charmed mesons. As long as they are created in atmospheric air showers, their flux

will be reduced by the self-veto.

Figure 7.5 shows the distribution of observed energies compared with the expectations

from simulations, and Figure 7.6 shows the the declination for events that deposit 60 TeV
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or more inside the detector. A poissonian likelihood is used to fit the observed energy

and declination distributions to a combination of background muons, conventional atmo-

spheric neutrinos, atmospheric neutrinos from charmed meson decay, and an isotropic 1:1:1

astrophysical flux. The fit includes events with 60TeV < E
dep

< 3PeV. For an E�2 astro-

physical flux, the best-fit flux normalization is E2�(E) = 0.95± 0.3⇥ 10�8GeVcm�2s�1sr�1.

This represents a 5.7� departure from the null hypothesis, in which the astrophysical flux

normalization is forced to 0 and the flux of atmospheric neutrinos from charmed meson

decays is allowed to float to 3.6 times the current 90% CL upper limit from IceCube’s

northern hemisphere ⌫
µ

measurements [155]. Allowing the spectral index of the astro-

physical spectrum to float in the fit returns a best-fit astrophysical flux of E2�(E) =

1.5 ⇥ 10�8(E/100TeV)�0.3GeVcm�2s�1sr�1.

7.5 Analysis Method

An un-binned maximum likelihood method is used to search for emission from point-

like and extended sources, closely following the likelihood model from Section 6.3. A linear

combination of point source signal and isotropic background populations is used to model

the data. The likelihood function is defined as [144]:

L(n
s

, ~x
s

) =
NY

i=1

hn
s

N
S
i

(~x
s

) + (1 � n
s

N
)B

i

i
, (7.1)

where B
i

is the background PDF, S
i

is the signal PDF, N is the total number of events,

and n
s

is number of signal events. The likelihood is maximized with respect to n
s

for a

source position ~x
s

. While previous searches used a gaussian profile to model the signal

PDF (Sec. 6.3), here S
i

(~x
s

) is the value of the full-sky reconstruction map for the ith event,

evaluated at the source position ~x
s

. Additionally, since there are only 35 data events being

used in the likelihood, the declination distribution of the data can not be used to model

the background PDF. Ideally, a robust high-statistics simulation of the detector response

to atmospheric muons, atmospheric neutrinos, and di↵use astrophysical neutrinos would
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Figure 7.5: Distribution of reconstructed deposited energies for observed events with pre-

dictions. The hashed region shows uncertainties on the sum of all backgrounds. The muon

template (red) is derived from simulation and scaled to match the total measured back-

ground rate. The gray line shows the sum of the background distributions and the best-fit

E�2 (dashed line) and E�2.3 (solid line) astrophysical fluxes. Figure from [13].
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Figure 7.6: Distribution of reconstructed declination angles for observed events with de-

posited energies greater than 60TeV. This represents the events used in the fit, and removes

the majority of cosmic ray muon background (red). In the southern hemisphere, the back-

ground rate is suppressed because atmospheric neutrinos are vetoed by accompanying muons

from the same air shower. The large excess of events in this region is well fit by an astro-

physical component. In the northern hemisphere, the event rate decreases because part of

the flux is absorbed when traversing the Earth. Figure from [13].
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provide the background PDF. Technical and computational constraints prevented this from

being possible, so B
i

is instead approximated as isotropic and defined as 1/4⇡. Since all

p-values are calculated from datasets randomized in right ascension, the final result is robust

against minor mis-modeling of the background PDF. Investigations of both an isotropic

background PDF and a PDF based on simulation also showed this approximation did not

significantly change the analysis sensitivity.

Four independent searches were completed using this likelihood with di↵erent signal

hypotheses. The following sections outline each hypothesis test.

7.5.1 Search using All-Sky Likelihood Scan

Similar to Section 6.3, an all-sky likelihood scan was performed. This analysis considers

all positions in the sky equally, and is therefore a relatively model-independent search for

point sources. The likelihood is evaluated at every point in the sky, fitting for the number

of signal events n
s

independently at each point. We define the test statistic (TS) as

TS = 2 ln
L(n̂

s

, ~̂x
s

)

L(n
s

= 0, ~̂x
s

)
(7.2)

where ~̂x
s

is the position in the sky with the greatest test statistic, or the “hottest spot”.

The final p-value is evaluated by repeating this procedure on data sets randomized in right

ascension, and calculating the percentage of scrambled data sets with a TS greater than or

equal to the observed TS. This method produces a skymap of the likelihood fit result (the

“local TS”) at each individual point in the sky.

We repeat this test twice - once for all events in the sample, and once only for the

cascade events. Separating the cascade events is necessary because the likelihood is biased

towards single well-resolved muon tracks. Tracks receive high weights in the likelihood due

to their . 1� angular resolution. This small angular resolution leads to a di↵erent e↵ective

trial factor for tracks and cascades when evaluating the likelihood at every location in the

sky. There are many more uncorrelated locations of hypothesis sources for the likelihood to

test. For 15�-wide cascades, on the other hand, there are fewer independent locations on the
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sky. The likelihood does not appropriately deal with this di↵erence in e↵ective trial factors,

necessitating completing the test for all events and cascades separately.

7.5.2 Search using Marginalization

To solve this problem of di↵erent e↵ective trial factors for tracks and cascades, we apply

an additional all-sky test using a marginalization technique that appropriately combines

both event topologies in the same statistical test. We define the marginal likelihood as

L(n
s

) =

Z

~x

s

NY
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s

N
S
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(~x
s

) + (1 � n
s

N
)B
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s
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, (7.3)

where the integral is over all possible source locations and P (~x
s

) is a bayesian prior on

the source position. This technique is analogous to that commonly used in all-sky scans for

flaring neutrino sources [157]. Here, we use a uniform prior for the source position to remain

agnostic about the location of the source.

For a given value of n
s

, we evaluate the integrand of the above equation at every point

in the sky, or every pixel in the healpix map. The integration is then simply the sum of

the likelihood map, including the factors defining the priors and the pixel size. We repeat

this procedure for all values of n
s

from 0 to N to find the value of n
s

that maximizes the

likelihood. Our TS is defined as

TS = 2 ln
L(n̂

s

)

L(n
s

= 0)
, (7.4)

which is similar to the TS for the all-sky scan except here it is independent of the source

position ~x
s

. We estimate the significance of the result by repeating this procedure for data

sets randomized in right ascension, and finding the fraction of scrambles producing a test

statistic greater than or equal to the observed TS.

This search di↵ers from the all-sky likelihood scan in the number of fit parameters and

the interpretation of the results. Here we only fit for one parameter (n
s

) instead of two (n
s

,

~x
s

). The source position ~x
s

is “marginalized out” in the integration process. As a result,
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multiple regions of the skymap can contribute to the test statistic. This method returns

one p-value, which measures the degree of clustering anywhere in the sky. It also returns a

skymap of the likelihood at every location in the sky. However, since the same n̂
s

is used to

evaluate the likelihood at every point, it only shows the contribution of each part of the sky

to the final test statistic.

The procedure improves the sensitivity to a wider range source scenarios. While the

marginalization and all-sky scan methods have the same sensitivity to a source producing a

1:1:1 ratio of ⌫
µ

: ⌫
e

: ⌫
⌧

, the marginalization method is more sensitive to a source producing

only cascades. Since every location in the sky contributes to the TS in the marginalization

method, it is more sensitive to multiple sources spaced throughout the sky. The marginal-

ization search is therefore a more general method to answer the question “are there any

point sources anywhere in the sky?” However, the method does not provide information

about where the source is, or even the flux of the source (since multiple regions of the sky

contribute to n̂
s

). Given an actual source, the all-sky scan still provides a better answer to

the questions“where is the point source, and what is its flux?” The marginalization search

is therefore a complementary test to the all-sky scan for discovering the first neutrino point

sources. In the presence of a strong signal, both methods are equally sensitive.

7.5.3 Galactic Plane Search

Besides the general clustering tests listed above, we also search for neutrino emission

from known gamma-ray sources The first search is for clustering along the galactic plane.

The likelihood (Equation 7.1) is modified to only include regions of each event’s spatial PDF

that overlap with the galactic plane. The likelihood becomes

L(n
s

) =
NY
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n

binsX
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W (~x
j

) is a weight defining the galactic plane region. We model the galactic plane as a

bar extending ±2.5� around galactic latitude = 0, with equal weights at all locations within

the bar. The ±2.5� corresponds to the width of the galactic plane seen with high-energy
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gamma-ray observations [62]. W (~x
j

) is set to zero for every pixel outside this bar. This test

produces one p-value for all events. Removing the track events is not necessary for this test,

since we are not scanning the sky for the hottest spot.

While this search is motivated by gamma-ray observations, neutrino emission from galac-

tic objects or from cosmic ray interactions with di↵use galactic dust and photons may not

be spatially coincident with the gamma-rays. We therefore apply a search along the galactic

plan with a free-floating width. We repeat the test above for widths of ±2.5� to ±30�, in

steps of 2.5�. The width that maximizes the likelihood is chosen as the best fit, and the

p-value is calculated by repeating the same test on scrambled data sets, thus including the

trial factor for scanning across many plane widths.

7.5.4 Source List Search

Similar to Section 6.3, we also search for neutrino emission correlated with an a priori

list of potential sources. This source list includes objects with observed gamma-ray emission

or promising neutrino emission models. This search reduces the trial factor associated with

scanning every location in the sky. It is also is useful for communicating and reporting

results, as the sky map contains significant information of interest beyond the hottest spot.

We construct the catalog using pre-defined source lists from previous IceCube and ANTARES

analyses. The IceCube list consists of the 44 sources used in Section 6.3, while the ANTARES

source list is taken from [151]. The IceCube list focuses mostly on northern hemisphere

sources, as that is where the throughgoing muon analysis is most sensitive. Since ANTARES

is in the northern hemisphere, they select more southern hemisphere sources. Since the

contained-vertex event sample is sensitive to a similar energy range throughout the entire

sky, we combine both source lists for full-sky coverage. We search for neutrino emission

associated with any of these sources, with a few modifications:

• If any source appears in both lists, only include it once.
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• If any sources are within < 1� of each other, average their positions, since this is not

resolvable with the angular resolution of these events.

• Remove the source ”IceCube hotspot” from the ANTARES list, since this is not a

source.

Significances are estimated with data sets randomized in right ascension. For each source,

a pre-trial p-value is formulated by constructing the distribution of TS values from scrambles

trials for all sources on the list in each hemisphere. The fraction of random trials for all

sources resulting in a TS greater than or equal to the observed value for a specific source

is the pre-trial p-value for that source. The highest significance source in the northern and

southern hemispheres are also reported, and the post-trial p-value is computed by finding

the fraction of scrambled data sets whose most significant source has a greater TS than the

observed.

7.6 Analysis Performance

The sensitivity of the point source analysis as a function of declination is shown in Figure

7.7. Estimating the sensitivity for this analysis is complicated by the event reconstruction

techniques used. Obtaining a full-sky likelihood map using millipede is too computationally

expensive to apply it to a large ensemble of simulated signal events, which are needed to

determine the sensitivity. To overcome this, a toy Monte Carlo simulation was used. We

approximate likelihood maps for tracks and showers as von Mises’ distributions with 1� and

13� (the median angular resolution of cascades in the data) widths, respectively. These are

injected at a given location in the sky, o↵set by a reconstruction error that is sampled from

the distribution. Events are injected from an astrophysical flux witha 1:1:1 flavor ratio. The

estimated 90% CL sensitivity flux corresponds to an average of ⇠ 2.5 injected events, as

expected for a poisson process with almost zero background.
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Figure 7.7: Sensitivity vs. declination for an E�2 point source flux ending at 10PeV. The

three year contained-vertex analysis is shown as the solid line. In the southernmost quarter

of the sky, this search represents a factor of two improvement in point source sensitivity

compared to the muon analysis of Ch. 6 (dashed). In the northern hemisphere, this search

is not competitive because the event containment requirement vastly reduces the detector

e↵ective area.

7.7 Results

No hypothesis test yielded statistically significant evidence of clustering or correlations.

For the all-sky clustering test with all events, the location with the highest test statistic was

127.3� r.a. and �31.0� dec., where a single track partially overlaps a shower event (Fig. 7.8

and 7.9). At this point the likelihood fits for 2.3 signal events, resulting in a TS of 11.4.

The post-trial p-value, estimated by the proportion of scrambled data sets that produced

locations with equal or greater TS, was 84% (Fig. 7.10). For the all-sky clustering test with

shower-like events only, the location with the highest TS was 279.1� r.a. and �19.2� dec,

where the likelihood fits for 5.3 signal events with a TS of 12.0. Five cascade events in the
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first two years of data are clustered around this location. This includes an event of 1PeV

deposited energy, which has a best-fit direction only a few degrees away from the galactic

center. However, no events in the third year of data were strongly correlated with this region.

7.2% of data sets randomized in right ascension resulted in a TS greater than or equal to

the observed TS (Fig. 7.10).

When using the marginalized likelihood, the best-fit global n
s

was 3.3 events, resulting

in a TS of 0.3. Fig. 7.11 shows the best-fit marginalized skymap. Compared to the all-sky

likelihood scan, the best fit number of signal events is higher because the fit gave an increased

weight to the cascade cluster. A TS greater than or equal to the observed value was found

in 28% of scrambled data sets.

Tests for correlated emission with known gamma-ray sources also resulted in no statis-

tically significant result. For the source list, the most significant source in the northern

hemisphere was the Galactic supernova remnant W44. Here, the likelihood fit for n̂
s

= 2.5,

resulting in a 1% pre-trial p-value. After accounting for the trial factor associated with

looking at 38 sources, the post-trial p-value was estimated to be 28%. In the southern hemi-

sphere, the most significant source was the Galactic x-ray binary LS 5039. This location,

near the center of the cluster of shower events, received a n̂
s

= 4.9. This corresponds to a

pre-trial p-value of 0.2% and an 8% post-trial p-value. Tables 7.2 and 7.3 list the complete

source list results, for Galactic and extragalactic objects, respectively.

Correlation with the galactic plane was also not significant. The test for emission from a

galactic plane with a fixed width of ±2.5� returned a best-fit number of signal events of 1.9

and a p-value of 24%. When letting the width float freely, the best fit was ±7.5� with 8.2

signal events. 1% of scrambled data sets had a TS greater or equal to that observed, and

after accounting for the trial factor associated with varying the plane width, the post-trial

p-value was estimated to be 2.8% (Fig. 7.12). Existing gamma-ray observations provide

little motivation for neutrino emission associated with the galactic plane of this angular

extent [61, 62].
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This work focused on search for time-independent neutrino sources. These events have

also been used to search for evidence of time-dependent sources. No evidence of event time

clustering was found [13], and a search for correlations of the contained-vertex events with

gamma-ray bursts was also consistent with the background-only hypothesis [158].

While no significant clustering or correlation was observed, the interpretation of this

skymap is markedly di↵erent from the results in Ch. 6. Unlike the throughgoing muon data,

the majority of events in this sample are astrophysical neutrinos. In fact, over 80% of the

cascade events are expected to be of astrophysical origin [13]. Although the current data do

not allow identification of specific sources, each astrophysical event does in fact point back

to its source.

Beyond the statistical tests performed here, there is much to learn from the properties of

the angular distribution of these events. While we cannot exclude a Galactic or extragalactic

origin of this flux, the high galactic latitudes of many events (Fig. 7.9) suggest an extra-

galactic component. Exceptions may be made for local large di↵use sources (e.g. the Fermi

bubbles [67] or the galactic halo [159, 160]), but these models typically can explain only a

fraction of the data. Additionally, the large spatial separation between events suggests no

single source dominates the observed flux. Including information from throughgoing muon

point source analysis can strengthen this constraint. Chapter 9 pursues this line of thought

in more detail to place constraints on the minimum number of sources contributing to this

flux.

Ultimately, more data are needed to identify astrophysical objects associated with these

events. An additional few years of data will result in a stronger statement about the mild

correlation with the Galactic plane and mild significance of cascade events near the Galactic

center. Additionally, much sensitivity can be gained by expanding the contained-vertex event

selection to lower energies. This strategy has been pursued in detail, and Chapter 8 presents

an analysis that uses a similar event selection with a lower-energy threshold to search for

southern hemisphere point sources.



128

Figure 7.8: Arrival directions of the events in equatorial coordinates (J2000). Shower-like

events are marked with + and those containing muon tracks with ⇥. Event IDs match those

in Table 7.1 and are time ordered. The grey line denotes the galactic plane. The color

map shows the test statistic (TS) for the point source clustering test at each location. No

significant clustering was observed.
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Figure 7.9: Arrival directions of the events in Galactic coordinates. Shower-like events

are marked with + and those containing muon tracks with ⇥. Event IDs match those in

Table 7.1 and are time ordered. The grey line denotes the equatorial plane. The color

map shows the test statistic (TS) for the point source clustering test at each location. No

significant clustering was observed.
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Figure 7.10: Distribution of TS results for scrambled data sets for the all-sky likelihood scan

using all events (left) and cascade events only (right). In each, the vertical red line denotes

the observed TS. Using these distributions, the post-trial p-values for the all-sky scan were

estimated to be 84% and 7.2% when using all events and only shower events, respectively.
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Figure 7.11: Color map of TS value at each location for the best-fit marginalized likelihood

(n̂
s

= 3.3), in equatorial coordinates (J2000). Arrival directions of shower and track events

are marked with + and ⇥, respectively. Event IDs match those in Tab. 7.1 and are time

ordered. The grey line denotes the galactic plane.



132

Category Source RA (�) Dec (�) n̂
s

p-value

SNR TYCHO 6.36 64.18 0.0 –

Cas A 350.85 58.82 0.0 –

IC443 94.18 22.53 0.0 –

W51C 290.75 14.19 0.7 0.05

W44 284.04 1.38 2.5 0.01

W28 270.43 -23.34 4.3 0.01

RX J1713.7-3946 258.25 -39.75 0.0 –

RX J0852.0-4622 133.0 -46.37 0.0 –

RCW 86 220.68 -62.48 0.3 0.41

XB/mqso LSI 303 40.13 61.23 0.0 –

Cyg X-3 308.10 41.23 0.8 0.05

Cyg X-1 299.59 35.20 1.0 0.03

HESS J0632+057 98.24 5.81 0.0 –

SS433 287.96 4.98 1.5 0.02

LS 5039 276.56 -14.83 4.9 0.002

GX 339-4 255.7 -48.79 0.0 –

Cir X-1 230.17 -57.17 0.0 –

Star Form- Cyg OB2 308.10 41.23 0.8 0.05

ation Region

Pulsar/PWN MGRO J2019+37 305.22 36.83 0.9 0.04

Crab Nebula 83.63 22.01 0.0 –

Geminga 98.48 17.77 0.0 –

HESS J1912+101 288.21 10.15 0.8 0.04

Vela X 128.75 -45.6 0.0 –

HESS J1632-478 248.04 -47.82 0.0 –

HESS J1616-508 243.78 -51.40 0.0 –
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Table 7.2 – continued from previous page

Category Source RA (�) Dec (�) n̂
s

p-value

Pulsar/PWN HESS J1023-575 155.83 -57.76 0.2 0.44

MSH 15-52 228.53 -59.16 0.06 0.48

HESS J1303-631 195.74 -63.52 0.8 0.28

PSR B1259-63 195.74 -63.52 0.8 0.28

HESS J1356-645 209.0 -64.5 0.5 0.35

Galactic Sgr A* 266.42 -29.01 3.1 0.04

Center

Not MGRO J1908+06 286.99 6.27 1.3 0.03

Identified HESS J1834-087 278.69 -8.76 4.7 0.01

HESS J1741-302 265.25 -30.2 2.5 0.07

HESS J1503-582 226.46 -58.74 0.2 0.45

HESS J1507-622 226.72 -62.34 0.1 0.47

Table 7.2: Catalog of 36 Galactic sources, grouped according to their classification as su-

pernova remnants (SNR), X-ray binaries or microquasars (XB/mqso), pulsar wind nebulae

(PWN), star formation regions, and unidentified sources. The post-trial p-values for the

entire catalog in the northern and southern hemispheres were 28% and 8%, respectively.

For each source, the pre-trial p-value was estimated by repeating the source catalog search

with the data randomized in right ascension. The fraction of test statistic (TS) values from

all individual sources that were greater than or equal to the observed TS determined the

pre-trial p-value. The best-fit # of signal events (n̂
s

) is the result of the likelihood fit at each

individual source. When n̂
s

= 0, no p-value is reported. Since many sources are spatially

close together relative to the angular resolution, adjacent sources often receive similar fit

results. For sources separated by less than 1�, their positions are averaged and they are

treated as one source.
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Category Source RA (�) Dec (�) n̂
s

p-value

BL Lac S5 0716+71 110.47 71.34 0.0 –

1ES 1959+650 300.00 65.15 0.0 –

1ES 2344+514 356.77 51.70 0.0 –

3C66A 35.67 43.04 0.0 –

H 1426+428 217.14 42.67 0.0 –

BL Lac 330.68 42.28 0.0 –

Mrk 501 253.47 39.76 0.0 –

Mrk 421 166.11 38.21 0.0 –

W Comae 185.38 28.23 0.0 –

1ES 0229+200 38.20 20.29 0.0 –

PKS 0235+164 39.66 16.62 0.0 –

VER J0648+152 102.2 15.27 0.0 –

RGB J0152+017 28.17 1.79 0.1 0.15

1ES 0347-121 57.35 -11.99 0.0 –

1ES 1101-232 165.91 -23.49 0.0 –

PKS 2155-304 329.72 -30.22 0.0 –

H 2356-309 359.78 -30.63 1.8 0.08

PKS 0548-322 87.67 -32.27 0.0 –

PKS 0426-380 67.17 -37.93 0.0 –

PKS 0537-441 84.71 -44.08 0.0 –

PKS 2005-489 302.37 -48.82 1.5 0.11

FSRQ 4C 38.41 248.82 38.14 0.0 –

3C 454.3 343.50 16.15 0.0 –

PKS 0528+134 82.74 13.53 0.0 –

PKS 1502+106 226.10 10.52 0.0 –

3C 273 187.28 2.05 0.0 –
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Table 7.3 – continued from previous page

Category Source RA (�) Dec (�) n̂
s

p-value

3C279 194.05 -5.79 0.0 –

FSRQ HESS J1837-069 279.41 -6.95 4.5 0.01

QSO 2022-077 306.42 -7.64 0.4 0.44

PKS 1406-076 212.24 -7.87 0.0 –

PKS 0727-11 112.58 -11.7 0.4 0.39

QSO 1730-130 263.26 -13.08 3.3 0.03

PKS 0454-234 74.27 -23.43 0.0 –

PKS 1622-297 246.53 -29.86 0.0 –

PKS 1454-354 224.36 -35.65 0.0 –

Starburst M82 148.97 69.68 0.07 0.15

Radio NGC 1275 49.95 41.51 0.0 –

Galaxies Cyg A 299.87 40.73 0.9 0.03

3C 123.0 69.27 29.67 0.0 –

M87 187.71 12.39 0.0 –

Cen A 201.37 -43.02 0.03 0.49

Seyfert ESO 139-G12 264.41 -59.94 0.0 –

Table 7.3: Catalog of 42 extragalactic sources, grouped according to their classification as

BL Lac objects, Radio galaxies, Flat Spectrum Radio Quasars (FSRQ), Starburst galaxies,

and Seyfert galaxies. A description of the information in the table can be found in Table 7.2.



136

Figure 7.12: Pre-trial p-value vs. width of galactic plane hypothesis. The width of the

galactic plane is varied from ±2.5� to ±30� in steps of 2.5�. For each width, the pre-trial p-

value is calculated by comparing the maximized likelihood to that from scrambled datasets.

All results are consistent with the background-only hypothesis.
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Chapter 8

Search for Point Sources using Three Years of Medium-
Energy Starting Track Events

8.1 Introduction

This chapter describes a point source analysis focused on reducing IceCube’s energy

threshold in the southern hemisphere. The southern hemisphere is a di�cult region for

IceCube because of the 2.5 kHz background rate from atmospheric muons. This background

can be reduced by selecting well-reconstructed high-energy throughgoing tracks (as in Ch. 6),

at the cost of a significantly reduced sensitivity below 1PeV. An alternative strategy, pursued

in Ch. 7, removed the atmospheric muon background by selecting high-energy events that

start inside the detector. This succeeded in removing the vast majority of the background,

providing a signal-dominated sample. However, most these events were cascades with an

angular resolution of ⇠ 15�, which are not ideal for isolating specific astrophysical objects

or sky locations as the sources.

Yet, the science potential for sub-PeV sources in the southern sky remains strong. The

majority of the galactic plane is in the southern hemisphere, where astrophysical objects are

predicted to accelerate cosmic rays to ⇠ 3PeV, corresponding to a maximum neutrino energy

of ⇠ 200TeV [11]. Additionally, gamma ray telescopes observe many galactic sources with

cuto↵s in the 1�10TeV range [32,161,162]. If these gamma rays are produced hadronically,

the sources should be TeV neutrino emitters as well. Even more intriguing, the high-energy

contained vertex search was dominated by southern hemisphere events, including a cluster



138

of cascades near the galactic center. While not statistically significant, it clearly deserves

further study.

Here we describe an analysis that strives to lower the energy threshold in the southern sky

by selecting charged-current ⌫
µ

events that start inside the detector. Compared to the high-

energy contained-vertex event search, the ⌫
µ

e↵ective area below ⇠ 200TeV is enhanced,

increasing the expected rate of signal events with < 1� pointing resolution. Compared to

the throughgoing muon analysis, the background rate is reduced by a factor of 400 while

retaining similar angular and energy resolution. This selection provides a near independent

sample of events, which are combined with the throughgoing muon data in a joint likelihood

fit.

We first outline the event selection and properties of the final sample. We then briefly

review the point source analysis technique, which is identical to that in Sec. 6.3, and verify

the performance of our reconstructions on starting track events. Sensitivities and discovery

potentials for various source spectra are shown, and then the results of two hypothesis tests

are presented. We conclude with a discussion of the properties of the highest energy starting

track event, which comprises the hottest spot in the skymap.

8.2 Event Selection and Performance of the Final Sample

The starting track event selection is applied to three years of detector data - one year of

data from the 79-string detector configuration, and the first two years of data from the com-

pleted 86-string detector. The event selection uses veto techniques and energy information

to isolate a sample of a few hundred events. Five cuts are applied.

The first cut removes events with hits on the outer layer of the detector, identical to

the method in Sec. 7.2. The veto region is defined as the outer strings, the top 90m of

the detector, the bottom 10m, and a 60m layer of DOMs in the dust layer. Events with

more than 3 PE in the veto region before the event start time (defined as the time at which

250 PE has accumulated) are removed. The second cut removes events with total deposited

charge less than 1500 PE, a significantly lower threshold than the 6000 PE requirement used
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in Sec. 7.2. This leaves ⇠ 3900 events per year, 97% of which are reconstructed downgoing

and appear to be atmospheric muons.

The third and fourth cuts use the direction of the reconstructed track. We select only

downgoing events with a zenith angle < 85�. Due to the containment requirement, the

e↵ective area in the northern sky is significantly reduced compared to the throughgoing muon

analysis, so starting events in the upgoing region do not improve the point source sensitivity.

The zenith angle is obtained from the spline-based MPE fit (SplineMPE), as in Sec. 6.3.

We then require the space angle between the LineFit and SplineMPE reconstructions to

be less than 42�. This removes coincident muon events as well as cascade events, both of

which are undesired backgrounds. Coincident muons originate from the atmosphere and

can dilute astrophysical signal. Cascade events, while normally considered signal, cannot

be reconstructed with the track-based algorithms used in this analysis. Without pointing

resolution, they are simply high-energy events originating from random directions, which

also dilutes the significance of a signal. The agreement between the LineFit and SplineMPE

reconstructions removes 77% of cascade events while removing only 5% of well-reconstructed

(� < 5�) charged-current ⌫
µ

events.

The final selection criterion is a two-dimensional cut on the reconstructed muon energy

and the position of the event vertex. Unlike neutrinos with contained interaction vertices,

atmospheric muon events accumulate at low energies and almost always deposit energy near

the border of the detector. Many background events leave evidence of an incoming muon

near the detector border without triggering the 3 PE outer layer veto. Higher energy events

are more likely to emit observable light near the border, while lower energy events can

sometimes pass by one or two string layers without being detected. For each event, we

reconstruct the energy loss pattern using the Millipede reconstruction (see Sec. 3.4), and

calculate the distance from the first non-zero, contained energy loss to the border of the

detector. Figure 8.1 shows distributions of this vertex distance versus reconstructed muon
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Figure 8.1: Vertex distance vs. reconstructed muon energy for data (left) and E�2 ⌫
µ

signal

(right). The muon energy is reconstructed using MuEX. Both event samples have all cuts

applied except the final energy-dependent containment cut. The data, dominated by low-

energy background, often deposits energy near the detector border. Astrophysical neutrinos,

on the other hand, often have higher energies and interact uniformly throughout the detector.

Events lying above the black dashed line are kept.

energy for data and simulated signal events. A linear cut is applied, optimized to achieve

the highest S/
p
B ratio:

Vertex Distance > �81 ⇤ log10(MuEX) + 426. (8.1)

This cut keeps 91% of the E�2 ⌫
µ

signal while only keeping 5% of the background-

dominated data.

In the three years of data, 549 events satisfy the selection criteria. Plots comparing data to

simulation, before the final linear cut on vertex distance and energy, are shown in Figure 8.2.

Applying the complete event selection to simulated neutrinos produces the e↵ective area

and energy distribution shown in Figure 8.3, and the neutrino angular resolution using the

SplineMPE reconstruction is shown in Figure 8.4.
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Figure 8.2: Comparison of data (black) and simulated atmospheric muons (red) for the

starting track sample, before the final cut. At the final level, too few data events and

simulated events remain to e↵ectively compare the two. The error bands represents the

1� statistical uncertainty for each. Clockwise from the upper left, the distributions show

the corrected angular uncertainty estimate from paraboloid [134], the distance from the

first reconstructed energy loss to the border of the detector, the space angle between the

LineFit and SplineMPE reconstructions, and the reconstructed muon energy using MuEX.

Since the atmospheric simulation only contains single muons, without contributions from

muon bundles, the simulation was normalized to the overall data rate. The shapes of these

distributions show excellent agreement between data and simulation.
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Figure 8.3: Left: Neutrino e↵ective area for charged current ⌫
µ

events passing the starting

track selection criteria (solid line). Compared to the high-energy contained-vertex ⌫
µ

event

selection from Ch. 7 (charged and neutral current interactions, dashed line), lowering the

charge threshold increases the e↵ective area below ⇠ 200TeV. Compared to the through-

going muon event selection from Ch. 6 (dash-dotted line), the starting track selection has

slightly higher detector acceptance below ⇠ 75TeV, but a much lower acceptance at higher

energies due to the containment requirement. Right: Normalized distribution of primary

neutrino energies for simulated events passing the starting track selection criteria, for three

di↵erent astrophysical spectra. For E�2 and softer spectra, the majority of the signal is

below 1PeV.

8.3 Analysis Method and Performance

We search for point sources using an un-binned maximum likelihood method that com-

bines the three year starting track data sample with the four year sample of throughgoing

muons from Ch. 6. The likelihood is identical to that used in Ch. 6:
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The first product is over the di↵erent data sets j, where j denotes data from one of {IC40,
IC59, IC79, IC86-I, Starting Track Sample}. Although the starting track sample includes
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Figure 8.4: Angular resolution as a function of neutrino energy for simulated charged current

⌫
µ

events, for the SplineMPE reconstruction. The median angular resolution is < 1� above

65TeV.

data from three di↵erent detector years, the event selection and detector response is constant

for the entire period, so they are combined in one PDF in the likelihood. As before, the

PDFs describe the spatial and energy distributions of the signal and background. We fit for

two parameters - n
s

, the number of neutrino events originating from the point source, and

�, the neutrino spectral index for a source with a power law spectrum. Figure 8.5 shows

the fraction of signal events expected in each data set. The starting track event sample

contributes a larger fraction of the expected signal for softer spectrum sources at larger

southerly declinations. The test statistic (TS) is defined as

TS = 2 log

 L(n̂
s

, �̂)

L(n
s

= 0)

�
. (8.3)

As in Ch. 6, pre-trial significances are estimated by approximating the TS distribution

as a �2 distribution with two degrees of freedom, for the two fit parameters n
s

and �.

Since data from the same period of detector operation are used in both the starting

track sample and the throughgoing muon sample, we must ensure the data sets do not

overlap. To avoid such correlations, we remove events from the throughgoing muon sample
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Figure 8.5: Fraction of signal events expected in each event sample. Near the horizon (left),

the starting track sample only contributes 5% - 25% of the expected signal flux. At large

southerly declinations (right), the majority of the signal is expected to arrive in the starting

track sample. Note that this plot only shows the detector acceptance for signal - since the

starting track sample has a much lower background rate than the other samples, its impact

on the analysis sensitivity is further enhanced.

that also pass the selection criteria defined here. This is applied to both the data and the

simulated signal. Only five data events appear in both samples, and are therefore removed

from the throughgoing muon sample. At 100TeV, 15% of simulated signal events pass

the selection criteria for both the throughgoing muon and starting track analyses, and are

therefore removed from the throughgoing muon simulation. This overlap reduces to < 5%

above 1PeV.

The likelihood method requires three observables: a reconstructed direction, an estimated

angular uncertainty, and an energy. The same techniques used in the throughgoing muon

analysis are applied here. The SplineMPE reconstruction provides the direction (Fig. 8.4),

and MuEX is used for the energy proxy (Figure 8.6). The angular uncertainty is estimated

using the paraboloid algorithm [134], which must be corrected for energy-dependent biases

using simulation. The paraboloid pull as a function of energy is shown in Figure 8.7.
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Figure 8.6: Distribution of reconstructed muon energy (MuEX) for data and three astro-

physical source spectra. MuEX e↵ectively discriminates between higher energy astrophysical

signal and lower energy atmospheric background. The performance of Millipede was also in-

vestigated, but led to a worse discovery potential compared to MuEX.

The discovery potential of this analysis is defined as the source flux required to observe

a 5� discovery in 50% of simulated pseud-experiments. Figure 8.8 shows the discovery

potential for di↵erent source spectra, compared to the throughgoing muon analysis. For a

point source with an unbroken E�2 spectrum, the high-energy events in the throughgoing

muon sample dominate the likelihood, and adding the starting track sample only improves

the discovery potential by 10% - 50%. For sources with low-energy cuto↵s, however, the

starting track sample dominates the likelihood and leads to large improvements. The largest

increase is for fluxes below a ⇠ few PeV at large southerly declinations. Below a declination

of �30�, the starting track sample improves the E�2 discovery potential for fluxes ending at

1PeV and 100TeV by roughly a factor of 3 and 20, respectively. As the starting track event

selection only extends to a declination of �5�, the analysis is unchanged with respect to the

throughgoing muon analysis above this declination.

Using the likelihood described here, we perform two hypothesis tests to search for point

sources. The first is the model-independent all-sky likelihood scan, in which the likelihood is

maximized independently at each location in the sky on a 0.1�⇥0.1� grid. This is identical to
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Figure 8.7: Pull distributions for the paraboloid angular uncertainty estimator for the start-

ing track sample. The pull is defined as the true angular resolution divided by the estimated

resolution from paraboloid. MuEX provides the reconstructed energy. While the energy

dependence is similar to previous data samples, the median pull has a greater o↵set from

one, especially at lower energies (left). This is due to the event topology. The reconstruction

likelihood assumes bare muon light without stochastic losses (see Sec. 3.4), while light orig-

inating from stochastic losses has a di↵erent arrival time profile. Therefore, the estimator

deviates from the truth for events with large stochastic losses, such as starting tracks. The

pull is corrected by fitting a 4th order polynomial (dashed line) to the median pull in each

energy slice (dots). The right plot shows the pull after applying the correction function.

Ch. 6, except we restrict the source to a declination between -85� and -5�. The final result of

this test is the location, best-fit parameters, and p-value of the most significant fluctuation

(the “hottest spot”). The final post-trial p-value is obtained by repeating this same test on

an ensemble of data sets randomized in right ascension.

To reduce the large number of e↵ective trials associated with scanning the entire sky, the

second hypothesis test searches for neutrino emission from a catalog of candidate sources.

These sources are selected based multi-wavelength electromagnetic observations (x-rays,

gamma-rays, etc.) or astrophysical models predicting neutrino emission. We apply the

exact same catalog used in the southern hemisphere in Ch. 7. This list contains 38 a priori
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Figure 8.8: Discovery potential vs. declination for point sources with E�2 fluxes and three

di↵erent energy cuto↵s. Fluxes ending (with hard cuto↵s) at 100 TeV (blue), 1 PeV (red),

and 1 EeV (black) are shown. The solid lines illustrate the performance of the standard

throughgoing muon analysis (Ch. 6), while the results from combining the throughgoing

muon sample with the starting track sample are represented with dashed lines. The starting

track analysis improves the discovery potential by a factor of ⇠ 5 � 20 for fluxes ending at

100TeV and a factor of ⇠ 2 � 3 for fluxes ending at 1PeV.
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selected sources from previous IceCube (Sec. 6.3) and ANTARES [151] analyses. Similar to

the all-sky search, the source with the most significant p-value is reported, and the chance

probability of such a correlation occurring is estimated by repeating the test on scrambled

data sets.

This background estimation technique provides p-values independent of both theoretical

uncertainties on the fluxes of atmospheric backgrounds as well as systematic uncertainties

in the detector simulation. However, upper limits and analysis sensitivities are calculated

by simulating the detector response to astrophysical neutrinos, and are therefore subject to

these uncertainties. The impact of detector uncertainties on the analysis performance was

estimated using simulation. The systematic uncertainties associated with the ice properties

and DOM absolute e�ciency were estimated to have a 16% and 15% e↵ect on the analysis

sensitivity. Summing these uncorrelated errors in quadrature, we find the overall systematic

uncertainty on the quoted sensitivities and upper limits to be 22%, very similar to that found

in Ch. 6.

8.4 Results

The skymap of pre-trials p-values is shown in Figure 8.9. In the northern hemisphere, the

map is identical to that in Ch. 6. In the southern hemisphere, the results are for the starting

track sample combined with the throughgoing muon data. The skymap appears sparser

because while there are only 549 observed starting track events, the majority of signal for a

soft spectrum would appear in this sample (Fig. 8.5). The absence of events places a strong

constraint on the likelihood and causes it to often fit underfluctuations where no starting

track events are present. Closer to the horizon, this constraint is loosened because a smaller

percentage of signal is expected from the starting track sample, and the skymap appears

similar to the northern hemisphere.

The location of the most significant pre-trial p-value is 301.15� r.a. and �34.15� dec.,

where one starting track event is coincident with a small cluster of throughgoing muon events.

The likelihood fits for 6.97 signal events with a relatively hard energy spectrum of E�2.15,
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Figure 8.9: Pre-trial significance skymap in equatorial coordinates (J2000) of the point source

scan for the starting track sample combined with the throughgoing muon sample. The black

line indicates the Galactic plane, and the black plus sign indicates the Galactic Center. The

map in the northern hemisphere is identical to that in Ch. 6. In the southern hemisphere,

the most significant fluctuation is located at 301.15� r.a. and �34.15� dec.

resulting in a pre-trial p-value of 9.3 ⇥ 10�5. However, a location with equal or greater

significance is observed in 97% of scrambled skymaps.

Results for emission correlated with the a priori source list are shown in Table 8.1. The

source with the strongest upward fluctuation is the Galactic x-ray binary LS 5039. The
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likelihood fit 3 signal events from this location, with a softer E�3 spectral index, resulting

in a pre-trial p-value of 0.10. After accounting for the trial factor associated with the 38

sources on the list, the post-trial p-value is 0.76.

Figure 8.10 show the 90% confidence level upper limits on the E�2 neutrino flux from

each source as a function of declination. Also shown is the sensitivity of this analysis to a few

di↵erent source spectra, along with recent results from ANTARES [151]. For an unbroken

E�2 spectrum, this search has the lowest sensitivity for sources anywhere in the sky. IceCube

is now also the most sensitive experiment in 70% of the sky for sources only emitting below

1PeV, and is a factor of 5-10 above the ANTARES sensitivity for sources with fluxes ending

at 100TeV.
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Galactic Sources

Category Source RA (�) Dec (�) n̂
s

�̂ p-value �90%
⌫

µ

+⌫̄

µ

SNR W28 270.43 -23.34 0.0 – – 6.0

RX J1713.7-3946 258.25 -39.75 0.0 – – 10.4

RX J0852.0-4622 133.0 -46.37 0.0 – – 11.7

RCW 86 220.68 -62.48 2.3 2.0 0.28 23.0

XB/mqso LS 5039 276.56 -14.83 3.0 2.9 0.10 7.4

GX 339-4 255.7 -48.79 1.7 1.9 0.41 17.0

Cir X-1 230.17 -57.17 0.0 – – 12.6

Pulsar/PWN Vela X 128.75 -45.6 0.8 2.9 0.44 16.9

HESS J1632-478 248.04 -47.82 0.0 – – 11.6

HESS J1616-508 243.78 -51.40 0.0 – – 12.4

HESS J1023-575 155.83 -57.76 0.5 1.7 0.46 17.8

MSH 15-52 228.53 -59.16 0.0 – – 12.9

HESS J1303-631 195.74 -63.52 0.0 – – 12.6

PSR B1259-63 195.74 -63.52 0.0 – – 12.6

HESS J1356-645 209.0 -64.5 0.0 – – 12.4

Galactic Sgr A* 266.42 -29.01 0.0 – – 7.6

Center

Not HESS J1834-087 278.69 -8.76 0.0 – – 2.0

Identified HESS J1741-302 265.25 -30.2 0.0 – – 8.1

HESS J1503-582 226.46 -58.74 0.0 – – 13.2

HESS J1507-622 226.72 -62.34 0.0 – – 13.5

Extragalactic Sources

Category Source RA (�) Dec (�) n̂
s

�̂ p-value �90%
⌫

µ

+⌫̄

µ

BL Lac 1ES 0347-121 57.35 -11.99 0.0 – – 2.9

1ES 1101-232 165.91 -23.49 0.0 – – 5.9
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Table 8.1 – continued from previous page

Category Source RA (�) Dec (�) n̂
s

�̂ p-value �90%
⌫

µ

+⌫̄

µ

PKS 2155-304 329.72 -30.22 0.0 – – 7.9

H 2356-309 359.78 -30.63 0.0 – – 8.2

PKS 0548-322 87.67 -32.27 0.0 – – 8.7

PKS 0426-380 67.17 -37.93 0.0 – – 10.3

PKS 0537-441 84.71 -44.08 0.0 – – 11.2

PKS 2005-489 302.37 -48.82 0.0 – – 11.8

FSRQ 3C279 194.05 -5.79 0.0 – – 1.3

HESS J1837-069 279.41 -6.95 0.0 – – 1.4

QSO 2022-077 306.42 -7.64 0.9 1.9 0.46 1.9

PKS 1406-076 212.24 -7.87 6.3 2.6 0.10 3.3

PKS 0727-11 112.58 -11.7 4.7 3.4 0.18 4.7

QSO 1730-130 263.26 -13.08 2.4 3.9 0.28 4.9

PKS 0454-234 74.27 -23.43 0.0 – – 5.8

PKS 1622-297 246.53 -29.86 4.1 2.5 0.19 14.3

PKS 1454-354 224.36 -35.65 0.0 – – 9.4
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Table 8.1 – continued from previous page

Category Source RA (�) Dec (�) n̂
s

�̂ p-value �90%
⌫

µ

+⌫̄

µ

Radio Cen A 201.37 -43.02 0.0 – – 11.5

Galaxies

Seyfert ESO 139-G12 264.41 -59.94 0.0 – – 12.4

Table 8.1: Results for objects on the a priori source list for the starting track analysis.

Galactic sources are grouped according to their classification as High-Mass X-ray binaries or

micro-quasars (HMXB/mqso), SNRs, Pulsar Wind Nebulas (PWNs), star formation regions

and unidentified sources. Extragalactic sources are grouped according to their classification

as BL Lac objects, Radio Galaxies, Flat-Spectrum Radio Quasars (FSRQ) and Starburst

galaxies. The p-value is the pre-trial probability of compatibility with the background-only

hypothesis. The n̂
S

and �̂ columns give the best-fit number of signal events and spectral

index of a power-law spectrum. When n̂
S

= 0, no p-value or �̂ are reported. The last

column shows the upper limits based on the classical approach [152] for an unbroken E�2

flux normalization of ⌫
µ

+ ⌫̄
µ

flux in units of 10�12TeV�1 cm�2s�1.

8.4.1 Discussion on the Starting Track Event at the Hottest Spot

While the largest upward fluctuation in the skymap was consistent with the background-

only hypothesis, indicating no evidence of a neutrino point source, a single starting track

event was the main contributor to the likelihood at this location. Here we describe an a

posteriori investigation of this event.

A visualization of this event is shown in Figure 8.11. The event appears to be a high-

energy ⌫
µ

interacting inside the detector volume. The reconstructed vertex of this event is

286m inside the detector, and in the direction of the track the event passes through three lay-

ers of strings without depositing any observable evidence. The reconstructed muon energy
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Figure 8.10: Muon neutrino upper limits with 90% C.L. evaluated for the 38 sources (dots),

for the starting track sample combined with the throughgoing muon sample. The solid

black line is the median 90% C.L. upper limit or sensitivity for a point source emitting an

unbroken E�2 spectrum. The sensitivity to E�2 spectra ending at 1PeV and 100TeV are

shown in the black dashed and dash-dotted lines, respectively. The ANTARES upper limits

and sensitivities in two energy ranges are shown in red [151].
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from MuEX is 124TeV. This is consistent with the results from Millipede, which recon-

structed a deposited energy of 84TeV inside the detector (Figure 8.12). The reconstructed

direction of the event, using SplineMPE, was determined to be 301.7� r.a. and �34.4� dec.

(corresponding to a zenith angle of 55.7�) with an estimated angular uncertainty of 0.6�. Its

arrival time in MJD is 56093.1796492.

At this energy and zenith angle, the expected atmospheric ⌫
µ

background is greatly

suppressed by the self-veto e↵ect. Since atmospheric neutrinos are produced in air showers,

they are accompanied by atmospheric muons. At high energies, these muons easily propagate

through the ice sheet to reach IceCube. Such muons often deposit light in the outer layers of

the detector, triggering the veto and causing the entire event (neutrino and muon) to fail the

event selection. In the a posteriori analysis described here, we calculate the total expected

background rate for events with similar observed properties.

Figure 8.13 shows the neutrino energy distribution for simulated atmospheric ⌫
µ

with a

similar reconstructed muon energy. The self-veto passing rate from [154], for the observed

zenith angle, is also shown. At these energies, the self-veto suppresses the atmospheric flux by

a factor of 5 - 100. To calculate the total expected background rate, we generate a probability

density function for background atmospheric ⌫
µ

as a function of reconstructed zenith and

energy. This includes both atmospheric neutrinos from pion and kaon decays using the

model from [115] as well as neutrinos from decays of charmed mesons [116], both corrected to

account for the knee in the cosmic ray spectrum [163]. We construct an equivalent probability

density function for E�2 astrophysical ⌫
µ

. With the observed event’s reconstructed zenith

angle and energy, we determine the signal to background ratio for this event. The total

background rate from atmospheric ⌫
µ

is then the expected rate of simulated events with

a higher signal to background ratio. This includes lower-energy neutrinos at less-inclined

zenith angles, where the self-veto e↵ect is stronger, as well as higher-energy neutrinos closer

to the horizon, where the self-veto is less powerful but the event energy distinguishes it from

background. Figure 8.14 shows the PDF for the astrophysical signal and atmospheric ⌫
µ
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Figure 8.11: Event view of the starting track event. Gray lines show the position of IceCube

strings. Colored circles show DOMs with observed charge, with red circles representing

DOMs with earlier photon hits and blue representing DOMs with later hits. The size of the

circles represents the amount charge observed on each DOM. The red line is the position

and direction of the reconstructed track.
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Figure 8.12: Energy loss profile for the highest energy starting track event. Millipede recon-

structs the energy loss by placing a hypothesis cascade every 2.5m along the track. Zero

deposited energy is reconstructed along the first ⇠ 450m of track length inside the detec-

tor. The first non-zero energy loss, representing the interaction vertex, contains 7TeV. The

largest energy loss occurs ⇠ 700m after the vertex, where 9TeV is deposited in a single

cascade. The total reconstructed deposited energy inside the detector is 84TeV.

background. The total rate of such atmospheric events is 0.0022 in three years of livetime.

This event therefore represents a 2.8� fluctuation above the background-only hypothesis.

We also considered the probability the observed event is an atmospheric muon, but this

was determined to be a subdominant background. Atmospheric muons between 10TeV and

1PeV were simulated with similar directions and detector locations to the observed event.

The Monte Carlo procedure sampled muon directions in a 6� ⇥ 6� box around the event’s

reconstructed direction, and these muons were aimed at a 40m ⇥ 20m cylinder centered on

the position of the event’s reconstructed vertex. Out of 2⇥ 108 simulated events, none with

similar reconstructed energies and vertex positions passed the event selection criteria. No

event with a reconstructed muon energy > 100TeV traveled more than ⇠ 80m inside the

detector without depositing significant charge. The e↵ective livetime of this simulation is

3⇥104 years at a muon energy of 10TeV, increasing to 3⇥107 years at 100TeV. In the data

sample presented here, we would therefore expect < 0.0001 atmospheric muon events that
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Figure 8.13: Probability distribution for the primary neutrino energy of the observed start-

ing track event. The left plot shows the neutrino energy of simulated atmospheric ⌫
µ

events

from pion/kaon decays (solid) and charmed meson decays (dashed) [115,116,156,163]. Only

events with reconstructed muon energies within 25% of the observed event’s energy are in-

cluded. The self-veto probability from [154] is also shown. For the pion/kaon flux, neutrinos

from approximately half of the expected energy range would be vetoed by accompanying

muons > 99.99% of the time. The right plot shows the expected neutrino energy of astro-

physical neutrinos with similar reconstructed energies, for three source spectra. If this event

is astrophysical, the most probable neutrino energy for an E�2 source is 360TeV.

appear similar to the observed event. Atmospheric muons therefore represent a subdominant

background, and including them in the significance calculation does not change the result.

While the background hypothesis has trouble explaining the observed event, it is consis-

tent with expected astrophysical signal. The best-fit astrophysical neutrino flux measured in

?? would produce 4.1 starting track events in this data set, including 1.0 event with recon-

structed muon energies at or above 124TeV. Figure 8.13 shows the distribution of primary

neutrino energies for simulated signal events with reconstructed energies similar to the ob-

served event. If this event originates from an astrophysical flux, it was likely generated by a

few hundred TeV ⌫
µ

.
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Figure 8.14: Astrophysical signal and atmospheric ⌫
µ

background PDFs for the observed

starting track event. The left plot shows the PDF as a function of reconstructed zenith

angle (SplineMPE) and reconstructed energy (MuEX) for atmospheric neutrinos following

the models from [115,116,156,163]. This includes the self-veto probability from [154] for each

event. The right plot shows the same PDF for E�2 astrophysical neutrinos. The likelihood

ratio between the signal and background hypothesis is calculated for the observed event,

and the dashed line denotes the zenith-energy contour with this likelihood ratio. Events to

the right of this contour are more “signal-like” than the observed event. The sum of the

atmospheric neutrino expectations in this region is 0.0022 events in three years of livetime.

It is important to note the 2.8� significance calculated here represents the chance proba-

bility that this event originates from an atmospheric flux. It does not include any information

about spatial clustering of this event with others, or the correlation of this event with known

astrophysical sources. As there is no significant evidence for clustering nor correlation, this

event does not represent a neutrino point source. Instead, it is likely the most astrophysical-

like well-localized neutrino event found by IceCube so far. If this event is astrophysical, it

points back to its location of production within 0.6�.

Future IceCube analyses will build on the work presented here to increase sensitivity to

fainter and lower energy sources. This can be achieved by extending the event selection to

lower energies using enhanced veto techniques. This analysis used a veto independent of
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reconstructed direction coupled with a high charge threshold. A veto that exploits recon-

structed directions while lowering the charge threshold could isolate a sample with more

low-energy signal events and similar background rates. An alternative approach would be

to tighten the event selection to select only well-contained starting track events with ener-

gies & 50TeV. This could lead to a small but pure sample of astrophysical tracks that are

essentially background free. The cascade channel may also provide opportunities to search

for spatial clustering of events. Since the background from atmospheric ⌫
e

is substantially

lower than atmospheric ⌫
µ

, a cascade event selection could extend to lower energies than

considered here.

Observations by ANTARES [151], the current mediterranean neutrino telescope, as well

as future kilometer- and multi-kilometer-scale telescopes planned for both the mediterranean

[164] and the South Pole, can further investigate the location of the highest energy starting

track event to search for sources. Follow-up observations by optical, x-ray, and gamma-

ray observatories could also elucidate the origin of this event and future track events of

clear astrophysical origin, which, given the evidence for the astrophysical neutrino flux, will

continue to be observed.
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Chapter 9

Astrophysical Implications of Point Source Results

The previous chapters presented three di↵erent analyses searching for neutrino emission

from astrophysical sources. While no statistically significant evidence of a point source was

found, the resulting sensitivities and upper limits are the most stringent for sources with an

E�2 spectrum located anywhere in the sky.

This chapter compares these null results with neutrino emission models, observations of

sources in high-energy gamma-rays, and measurements of the di↵use astrophysical neutrino

flux. We first consider the implications of these analyses for neutrino emission from individual

sources, taking a model-dependent approach in which constraints are placed on specific

neutrino flux models. We also present a more model-independent, multi-messenger approach,

in which neutrino limits are converted into “neutrino-derived” limits on hadronic gamma-

rays. These are then directly compared to gamma-ray observations. Insight can also be

gained by comparing point source limits with the measured di↵use flux of astrophysical

neutrinos [12,13]. We first present model-independent constraints on the number of sources

contributing to the di↵use flux. With additional model assumptions, constraints on the

density of uniformly-distributed sources are also made and compared to known source classes.

9.1 Constraints on Single Sources

9.1.1 Model-dependent Tests for Specific Sources

The E�2 flux model, used widely for constructing upper limits in the previous chapters,

is a baseline model for hadron acceleration in strong shocks [26]. However, neutrino fluxes
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from many sources are predicted to have di↵erent spectral slopes and energy cuto↵s. Here we

survey the existing literature and set upper limits on flux models for a few di↵erent sources.

Supernova remnants (SNRs) and pulsar wind nebulae (PWN) have long been hypothe-

sized to be sources of Galactic cosmic rays and, therefore, high-energy neutrino emitters. In

Figure 9.1, we consider three models for neutrino emission from the Crab Nebula, a Galactic

PWN 2kpc from Earth. The Crab Nebula is one of the brightest objects in the gamma-ray

sky, and is often referred to as the standard candle of gamma-ray astronomy. In [51], the

authors predict hadrons will be accelerated in the pulsar wind via the resonant cyclotron

absorption model, which creates a flux of TeV - PeV neutrinos when the nuclei in the wind

interact with surrounding photon and matter fields. The most optimistic model, with the

highest e↵ective target density and relativistic velocity of the pulsar wind, is excluded at

90% C.L (black line). The blue line shows the predicted neutrino flux from [50,165], in which

nuclei are accelerated near the surface of the neutron star and interact with x-ray emission

from the stellar surface. This model is also excluded by current IceCube observations. The

green line corresponds to the model from [43], in which the gamma-ray flux is assumed to

originate from neutral pion decay. The IceCube limit is a factor of 1.75 above the model,

which mainly predicts neutrino emission below 10TeV. With a few more years of data, Ice-

Cube will likely be able to corroborate or exclude this neutrino emission model for the Crab

Nebula as well.

Figure 9.2 shows neutrino predictions and IceCube upper limits for three Galactic SNRs

in the northern hemisphere. In [44], the authors derive the neutrino emission assuming the

gamma-ray emission at energies > GeV originates from pp interactions in the SNR. For

G40.5-0.5, the SNR predicted to have the highest flux, the neutrino upper limit is a factor of

three above the model. For IC443 and Cassiopeia A, where gamma-ray telescopes measure

softer spectra, the neutrino upper limits are a factor of 10-100 above the models.

In the southern hemisphere, upper limits on models from SNRs and PWN are a factor

of ⇠ 1000 above predictions. Figure 9.3 shows predictions for the SNR RXJ1713.7-3946 and

the PWN Vela X. In both cases, the models are taken from [43], in which the gamma-ray
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Figure 9.1: Flux predictions (solid) for three models of neutrino emission from the Crab

Nebula, with their associated 90% C.L. upper limits (dashed) for an energy range containing

90% of the signal. Both the model from Amato et al. [51] and the most optimistic model

from Link & Burgio [50,165] are now excluded at 90% confidence level. For the gamma-ray

based model from Kappes et al. [43], the upper limit is a factor of 1.75 above the prediction.

Figure 9.2: Flux predictions (solid) and upper limits (dashed) for three Galactic supernova

remnants in the norther hemisphere. The neutrino models, based of fitted gamma-ray obser-

vations, are from [44]. For the source with the highest predicted flux, G40.5-0.5, the upper

limit is a factor of three above the model.
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emission is assumed to be originate from pp interactions. As both sources are observed to

have gamma-ray cuto↵s near 1TeV, the predicted neutrino emission in IceCube’s optimal

energy range in the southern hemisphere is greatly reduced.

Predicted neutrino emission from the Galactic Center is also shown in Figure 9.3. The

Galactic Center is a complex astrophysical region. It is home to the bright radio source

Sagittarius A*, thought to be a supermassive black hole at the center of the Milky Way that

has also been observed in x-rays and gamma-rays [167,168]. The extended region around the

black hole also harbors significant starburst activity [64, 169]. Both these phenomena make

the Galactic Center an interesting candidate neutrino source. Additionally, five of the first 28

high-energy astrophysical neutrino candidate events observed by IceCube originate near the

Galactic Center, including an event with ⇠ PeV energy [12]. A number of models predict

a high-energy neutrino flux from this region, many normalizing the flux to the observed

astrophysical events [11, 149,170,171].

The most optimistic predictions are excluded by the muon-based point source analyses

presented in this thesis. In [149] the authors predict an E�2 neutrino point source with a

normalization of 6 ⇥ 10�11 TeV�1cm�2s�1 at 1TeV, eight times greater than the Galactic

Center upper limit presented in Ch. 8. Even if the neutrino spectrum does not continue

above 1PeV, this analysis is sensitive to a Galactic Center flux two times lower than this

model. A point source of this strength is therefore ruled out at 90% C.L., although an

extended source can still evade detection. On the other hand, models based on gamma-ray

observations predict lower fluxes. The IceCube upper limit is a factor of 200 above the

gamma-ray based model flux from [42] (blue line in Fig. 9.3).

Unidentified TeV gamma-ray sources are also predicted to be sources of high-energy

astrophysical neutrinos. In [166], the authors assume these objects are Galactic hypernova

remnants capable of producing neutrinos up to PeV energies. As in [42], they derive the

neutrino emission from gamma-ray observations, and also assume the neutrino spectrum

extends to 1PeV. Figure 9.4 shows the predicted neutrino flux for three unidentified TeV

gamma-ray sources in the southern hemisphere, along with the IceCube upper limits. For



165

Figure 9.3: Flux predictions (solid) and upper limits (dashed) for three Galactic sources in

the southern hemisphere. For each source, the models use the observed gamma-ray spectra

to calculate the corresponding neutrino emission [42, 43], which is a factor of ⇠ 100 � 1000

below IceCube’s upper limits.

Figure 9.4: Flux predictions (solid) and upper limits (dashed) for three unidentified TeV

gamma-ray sources in the southern hemisphere [166]. As HESS J1841-055 is close to the

horizon, where the Earth still shields the detector from the atmospheric muon background,

the limit is only a factor of 3 above the model. For the other two sources considered, the

upper limits are a factor of ⇠ 50 � 100 above the predictions.
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sources near the horizon (green), the upper limit is a factor of 3 above the prediction. For

sources at larger southerly declinations, where the starting track analysis contributes the

most to the sensitivity, and the upper limits are a factor of ⇠ 50�100 above the predictions.

For some of the objects investigated here, IceCube can exclude certain models of particle

acceleration and neutrino emission. In many cases, the current data cannot probe the pre-

dicted flux levels, and we must await future data or improved analysis techniques to confirm

or exclude these models.

9.1.2 Constraints on Hadronic Emission from Gamma-ray Sources

Many models considered in the previous section were based on gamma-ray observations.

By fitting the observed gamma-ray spectra and assuming all or a fraction of those gamma-

rays originate from neutral pion decay, the corresponding neutrino flux from charged pion

decay can be predicted. Instead of setting upper limits on this predicted neutrino flux,

it’s possible to present IceCube’s upper limits in terms of the gamma-ray flux directly. By

assuming a basic pp interaction model, the flux in gamma rays and neutrinos can be related

via [38, 42]
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refers to the sum of the muon neutrino and antineutrino

flux. This formula is used to convert IceCube’s neutrino limits to “neutrino-derived” gamma-

ray limits, which are then compared to gamma-ray observations. At energies where the

observed flux is greater than the limit, the fraction of gamma-rays originating from hadronic

interactions can be constrained. We use di↵erential neutrino limits for this exercise, so the

results do not require any assumed gamma-ray spectral shape.

In Figure 9.5, gamma-ray observations of Galactic SNRs Cassiopeia A and IC443 are pre-

sented alongside neutrino-derived gamma-ray limits. For both objects, the gamma-ray flux

peaks near 1GeV and steepens substantially before reaching TeV energies, where IceCube
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Figure 9.5: Neutrino-derived limit on hadronic gamma-ray production in two Galactic SNRs.

The left plot shows gamma-ray observations of Cassiopeia A [172–174] compared to IceCube’s

upper limit, calculated by converting the neutrino flux to a gamma-ray flux. The right plot

shows the same for IC443 [175–177]. For both sources, the neutrino limit is not strong

enough to constrain the hadronic gamma-ray fraction.

is most sensitive. Therefore, no constraint on the hadronic fraction of the gamma-ray flux

can be made.

This exercise is repeated for extragalactic objects such as blazars and active galactic nuclei

(AGN). However, for extragalactic objects at large enough distances, the high-energy gamma-

ray flux is attenuated because photons interact with the cosmic microwave background and

the extragalactic background light (EBL) as they travel from the source to Earth [9,36,178].

The absorption as a function of the photon energy and the redshift of the source is shown in

Figure 9.6. Here we use the EBL model from [36] to infer the gamma-ray flux at the source

for objects with well-measured redshifts.

Figure 9.7 shows the gamma-ray spectrum at Earth for blazar 1ES1959+650 and the

inferred, de-absorbed spectrum at the source. Although 1ES1959+650 is only at a redshift

of 0.048, the flux at 10TeV is likely five times higher at the source than at Earth. Since

the steady-state emission (circle markers) is below the neutrino-derived gamma-ray limits,

current IceCube data cannot constrain the origin of the gamma-ray flux. However, like many
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Figure 9.6: Photon absorption by the EBL as a function of the source redshift and photon

energy, for the model from [36]. The photon flux at energy E from a source at redshift z is

suppressed by the factor e�⌧ .

blazars, 1ES1959+650 has significant time-dependent emission. Most notably, in 2002 the

Whipple and HEGRA telescopes observed an “orphan” flare in which enhanced TeV emission

was not correlated with time-dependent x-ray or radio emission [179]. Such a phenomenon

is di�cult to explain with leptonic emission mechanisms [180]. Unfortunately, this flare

occurred before IceCube began operating, but if a similar flare occurs in the future we will

likely either observe coincident neutrinos or constrain the origin of the gamma-ray emission.

Figure 9.8 shows the derived gamma-ray flux at the source for blazar Markarian 421

and the AGN Centaurus A. Similar to 1ES1959+650, Markarian 421 has extremely variable

emission. The steady state gamma-ray flux is a factor of ⇠ 3 below the time-integrated

limits. The emission during a number of flares, which occurred before IceCube operated,

surpass the level of the neutrino-derived limit shown here. As the flux in these flares are

only sustained for short periods of time, they cannot be directly compared to these limits.
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Figure 9.7: Neutrino-derived limit on hadronic gamma-ray production in 1ES 1959+650,

with and without extinction from the EBL. The left plot shows the gamma-ray observations

at Earth [181–183]. The right plot shows the gamma-ray data after being de-absorbed using

the EBL model from [36], representing the gamma-ray flux at the source.

However, a time-dependent analysis, in which neutrino emission with a specific time profile

is tested, may constrain the origin of similar-sized gamma-ray flares from Markarian 421 in

the future [184]. For Centaurus A, an AGN in the southern hemisphere, IceCube limits only

cover energies above ⇠ 10TeV. No gamma-ray measurements are present at these energies.

On one hand, extrapolating the lower energy measurements to higher energies suggests more

neutrino data is required before any constraints can be made. On the other hand, the lack

of gamma-ray measurements indicate the neutrino-derived limits likely provide the strongest

constraint on hadronic emission from Centaurus A at ⇠PeV energies.

This investigation shows that, for a small selection of extragalactic sources, IceCube

limits are approaching the same level as gamma-ray observations. While no constraints

on the origin of the gamma-ray flux can be made at this time, with three more years of

data IceCube will likely either begin observing astrophysical neutrinos or constraining the

fraction of gamma-rays from hadronic emission. Additionally, emission during flaring states

surpasses the time-integrated limits presented here. This suggests time-dependent neutrino

searches may be sensitive enough to detect neutrinos from these flares if they are hadronic.
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Figure 9.8: Neutrino-derived limits on hadronic gamma-ray production in Markarian 421

(left) and Centaurus A (right). The EBL de-absorption e↵ect has been applied to the

gamma-ray observations [185–191], so the data points show the inferred emission at the

source.

As of this writing, no evidence of time-dependent neutrino emission has been found with

IceCube [150,184].

For all sources considered, we assumed gamma-rays were produced via pp interactions. If

p� interactions are instead the dominant emission mechanism, the neutrino-derived gamma-

ray limits would move up by a factor of two [38]. Additionally, the constraints on extra-

galactic objects do depend on the assumed EBL absorption model. Recent EBL measure-

ments by Fermi [178] constrain the parameter space for these models, and the model used

here is in the allowed region. While alternative models may give slightly di↵erent results,

the general conclusions found here are unlikely to change significantly.

9.2 Constraints on Populations of Sources

While point source analyses are only beginning to probe the source strengths expected

from individual objects, the di↵use astrophysical neutrino flux is observed at a much higher

total flux level. The best-fit astrophysical neutrino flux from the high-energy contained
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vertex analysis is E2�(E) = 1.5 ⇥ 10�8(E/100TeV)�0.3 GeVcm�2s�1sr�1 [13], and analyses

sensitive to a wider energy range show a preference towards softer spectra [192].

Whatever sources produce these neutrinos, their fluxes must be lower than the point

source limits presented here. This condition provides a relatively model-independent con-

straint on the total number of sources contributing to the di↵use flux, and the following

section calculates this constraint for di↵erent allowed di↵use spectra. If the di↵use flux

originates from a single class of extragalactic objects, model-dependent constraints on the

allowed source density can also be made. This is explored in the final section.

9.2.1 Model-independent Constraints on the Total Number of Sources

As mentioned in Ch. 7, the spatial distribution of astrophysical events suggests no single

source dominates the di↵use flux and a substantial portion of the flux is likely extragalactic.

Using point source upper limits, we estimate the minimum number of sources comprising the

isotropic di↵use flux. Figure 9.9 shows the point source sensitivity in muons (throughgoing

and starting) for three di↵erent energy spectra, compared to the di↵use flux level integrated

over the entire sky. The ratio between these two values represents the minimum number of

sources required to populate the di↵use flux while obeying the point source limits. In the

southern hemisphere, the median sensitivity is only a few times lower than the total di↵use

flux. In this region, only a few sub-threshold sources could explain the entire flux and still

be consistent with the observed skymap. However, in the northern hemisphere, the median

sensitivity is two orders of magnitude below integrated di↵use flux level. Therefore, we use

the skymap above � > �5� to calculate the minimum allowed number of sources, under the

assumption the observed di↵use flux is isotropic.

For a di↵use flux normalization �D, multiplying by the solid angle ⌦ covering �5� < � <

85� gives the total di↵use flux integrated over the northern hemisphere, in point source flux
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Figure 9.9: Point source sensitivity compared to the total di↵use flux level. The y-axis is the

point source flux normalization at 100TeV, and the curves show the sensitivity to sources

with three di↵erent spectral slopes. The red band covers the allowed range of the di↵use flux

normalization measured by [13], integrated over 4⇡—in other words, the point source flux if

the entire di↵use flux originates from a single source. Throughout the entire sky, the point

source sensitivity is below the di↵use flux level, indicating multiple sources must contribute

to the di↵use flux.

units. This flux is created by N point sources each contributing �PS
i

, where each �PS
i

must

be lower than the point source upper limit �UL
i
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We first assume each of the hottest spots in the observed point source skymap is an actual

source, with a flux just below the analysis upper limit. We calculate an upper limit at each

of the hottest spots, assuming all sources have no extension and have the same spectral slope

with no cuto↵. These limits are subtracted from the total integrated di↵use flux budget,

starting with the largest, to determine the minimum number of sources. To impose a certain

degree of isotropy, the di↵use flux is divided equally among ten zenith bands, and hotspots

in each band are considered separately. For an unbroken E�2 spectrum, 21 sources or more
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are required to comprise the di↵use flux while obeying the 90% C.L. point source upper

limits.

By assuming the true point source are coincident with the skymap locations with the

largest upward fluctuations, this constraint only considers a very small amount of phase

space. This requirement is likely unrealistic, as sources could exist at many other locations

in the sky while still generating an isotropic flux. Moreover, upper limits are statistical tests,

just like p-values, and using the largest upper limits out of thousands of tested locations

requires a trial penalty. To account for these e↵ects, we create toy simulations of sources

distributed isotropically, calculate point source flux upper limits at each hypothetical source

location (using the skymap and likelihood analysis), and use Equation 9.2 to estimate the

minimum number of sources. Since determining the upper limit at every location in the sky

is computationally expensive, we form a distribution of upper limits by calculating the upper

limit at 2000 isotropically distributed locations. For each ensemble, bootstrapped samples

are drawn from this distribution to generate a population of sources consistent with both

the observed di↵use flux and the point source upper limits. We repeat this procedure 104

times to generate a distribution of the potential minimum number of allowed sources.

Figure 9.10 shows histograms of the minimum number of allowed sources for the best-fit

E�2 and E�2.3 di↵use fluxes. Since the calculation uses 90% C.L. point source upper limits,

the median of this histogram represents the 90% C.L. limit on the minimum number of

sources contributing to the di↵use flux.

This calculation can be repeated for each combination of normalization and spectral

slope within the measured uncertainties of the di↵use flux. Figure 9.11 shows the limit on

the minimum number of sources for di↵use flux normalizations and spectral slopes allowed

by [193]. Softer spectra require a greater number of sources because of the interplay be-

tween the di↵use and point source analyses. Most the statistical power of the di↵use flux

measurements is due to events above 100TeV. For the 1� flux region from [13], the fluxes

are e↵ectively anchored at a few hundred TeV. With a normalization fixed at this energy,

softening the spectrum leads to more observed events below a few hundred TeV. However,
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Figure 9.10: Normalized distribution of the number of sources per ensemble required to

be consistent with the measured di↵use neutrino flux. Ensembles with sources emitting

E�2 (left) and E�2.3 (right) spectra are shown. Entries in the left side of each histogram

corresponds to sources placed at random locations that had more upward fluctuations than

average, corresponding to weaker upper limits on the point source flux and therefore a lower

constraint on the minimum number of sources. Entries in the right side of each histogram,

on the other hand, represent ensembles where more locations with underfluctuations were

randomly chosen, resulting in a larger number of hypothetical sources to populate the di↵use

flux.

the point source analysis in the northern hemisphere is most sensitive at lower energies (see

Fig. 6.15), leading to a larger number of sources required to explain softer di↵use fluxes.

This e↵ect is also seen in Fig. 9.9.

These calculations assume the di↵use flux is created by isotropically distributed sources

with no spatial extension that emit neutrinos following unbroken power law spectra. If the

di↵use flux is present at higher levels in the southern sky than the northern sky, fewer sources

would be allowed to comprise the flux in the North while the enhanced southern-sky flux

would remain largely unconstrained. A smaller ensemble of spatially extended sources or

sources with a spectral cuto↵ would also be allowed by current point source limits. If all

assumed sources had 0.5� extensions, the constraints on the number of sources would be
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Figure 9.11: Minimum number of required sources for all realizations of the measured di↵use

flux allowed at 1�. The di↵use analysis in [193] provide an allowed region for the flux

normalization and spectral slope. Each normalization/slope corresponds to a minimum

number of sources determined by the point source analysis. The black marker denotes the

minimum number of sources allowed for the best-fit di↵use flux, and the solid line shows the

constraint for each spectral slope allowed by [193], using the best-fit normalization at each

slope. The dashed lines illustrate how the constraint changes if the flux normalization is

instead at the edge of the 1� range allowed by [193]. If the di↵use flux has a softer spectrum,

more sources are required to maintain consistency with the point source skymap.

weakened by ⇠ 40%. Likewise, if all sources followed an E�2 spectrum with an exponential

cuto↵ at 3PeV, the constraints would be weakened by ⇠ 20 � 30%. Additionally, we have

assumed an equal partition of the di↵use flux into each neutrino flavor, and allowing ⌫
e

or

⌫
⌧

to dominate the flavor ratio would also weaken these constraints.

However, there is at least some experimental evidence in favor of each of these assump-

tions. The di↵use flux is observed at similar levels in both the northern and southern
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hemisphere as well as in the muon and cascade channels [13, 192, 193], supporting isotropi-

cally distributed sources with a 1 : 1 : 1 flavor partition. Figure 9.11 uses the di↵use flux

measured using muons in the Northern Hemisphere [193] and is therefore directly compara-

ble to the point source limits. While an E�2 spectrum with a ⇠ PeV cuto↵ is allowed by

the measurement in [13], a softer spectrum with no cuto↵ is preferred, and measurements

in [192] support this. Large contributions to the flux from extended sources, especially very

large local sources, are still possible. However, many astrophysical events are reconstructed

to originate from high galactic latitudes, and the di↵use flux is observed at similar levels in

both hemispheres. Both these facts suggest a significant extragalactic component, and most

extragalactic source classes would appear as point sources.

It is also important to note these calculations do not assume any specific distributions

for the flux, luminosity, or distance of the sources. Sources are not required to have equal

fluxes, or follow a specific luminosity distribution; their fluxes are only constrained by the

observed point source upper limits. Therefore, this investigation does not require the di↵use

flux to originate from a single source class.

9.2.2 Constraints on the Density of Uniformly Distributed Sources

The analysis presented above can be extended using a description of the distribution of

sources throughout the universe and the luminosities of these objects. This type of investiga-

tion has been pursued as a means of constraining the density of neutrino sources [194–197],

and similar work has been done in the context of the sources of the ultra-high energy cosmic

rays [198,199].

Here we apply this type of model to IceCube point source analyses. We assume the

total di↵use neutrino flux is split among a class of extragalactic objects that appear as

point sources and emit neutrinos at a constant rate. If these objects are distributed uni-

formly throughout the universe and have equal luminosities, the closest source will have the
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highest point source flux. For a given source density of uniformly distributed, equal lumi-

nosity sources, the observed di↵use flux determines the expected flux of the brightest source.

Ref. [194] finds the flux of the brightest source �PS is probabilistic, following the distribution

p1(�
PS) ' 3
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The term �(r) is the flux of a point source located at a radius r, which for r  H�1
0 can be

approximated as

�(r) ' H0

fsky4⇡r2⇠zH0

⇥ �D, (9.4)

where �D is the total di↵use flux, fsky is the fraction of the sky visible to the detector, and

H0 is the source density in Mpc�3 [194]. The variable r̂ is defined as the radius of a sphere

in which we expect a single source:

1 = H0 ⇥ 4

3
⇡r̂3. (9.5)

The flux of the source is probabilistic. For a generic source class, the distance to the

closest source is not known a priori. Therefore, a given source density corresponds to a

range of distances where the closest source is likely to exist, and hence a range of fluxes. By

setting the 90% C.L. point source sensitivity to the median expected flux from Eqn. 9.3, we

can explore the source densities to which IceCube is sensitive. Figure 9.12 shows IceCube’s

sensitivity to the source density as a function of the declination angle of the closest source, for

a source class with an E�2 spectrum. Similar to the previous section, we restrict our region

of interest to the northern hemisphere (� > �5�), corresponding to fsky = 0.54 in [194]. The

parameter ⇠
z

defines the redshift evolution for the spatial distribution of the sources. For

an E�2 spectrum, ⇠
z

= 2.4 for sources following the star formation rate (such as starburst

galaxies), while ⇠
z

= 3.6 for AGN [194].

For a class of rare sources characterized by a low source density, the total neutrino flux

is split among a relatively small number of sources. While on average the closest source will
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be far away (hundreds of Mpc for densities of < 10�7Mpc�3), it will still have a high flux

because the flux is split among only a few sources. For common sources with a high source

density, the closest source is much closer to Earth. However, since the total di↵use flux is

split equally (in luminosity) among all sources of this class, the closest source has a faint

flux that is harder for IceCube to detect. The sensitivity of the current analysis partially

encompasses the source density of blazars, but probing source densities corresponding to

starburst galaxies will require significantly more data.

In this model, the source density detectable by IceCube depends on the normalization

and spectrum of the total di↵use flux, the fraction of that flux originating from a single

extragalactic source class, and the cosmological evolution of this source class. Figure 9.13

shows the sensitivity for di↵erent spectral indices. Current point source analyses are sensitive

to a larger parameter space if the di↵use flux follows a softer spectrum, similar to the behavior

seen in the model-independent analysis in the previous section. On the other hand, if a large

fraction of the di↵use flux is Galactic rather than extragalactic (Fig. 9.13, right panel), the

range of source densities currently in reach is reduced.

Another assumption of this investigation is that all sources have the same luminosity, a

condition rarely realized in the universe. The impact of a more realistic luminosity distri-

bution was explored in [194], where the authors found the flux expected from the closest

source increased if the luminosity function was logarithmic instead of a simple delta func-

tion. Approaching the problem in a similar manner, we apply the luminosity function of

Flat Spectrum Radio Quasars (FSRQs) detected by Fermi [200], finding the distribution of

point source fluxes for the closest source increases by a factor of ⇠ 2.3. This corresponds

to roughly a factor of ten increase in source density sensitivity. This makes sense because

rarer, brighter sources dominate the behavior of the model. More luminous but rare distant

sources are more likely to be detected than closer, dimmer sources. If the closest source is

sampled from the tail of the luminosity function, it is more likely to be detected. If instead

it has a below average luminosity, one of the next closest sources may be more luminous,
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Figure 9.12: IceCube’s sensitivity to the density of extragalactic sources comprising the

di↵use flux, as a function of the declination angle of the closest source (curves). The ⇠
z

parameter describes the redshift evolution of the source class. Higher values of ⇠
z

indicates

a stronger evolution with more sources at large distances, which reduces the flux of the

closest source and weakens IceCube’s source density sensitivity. For comparison, the source

density for blazars, AGN, and starburst galaxies are shown as horizontal lines, with their

corresponding ⇠
z

values in the legend.

becoming the brightest source. Similar behavior is observed in simulation-based studies of

the sources of ultra-high energy cosmic rays [199].

This exercise is useful to explore IceCube’s sensitivity to source classes with general

properties. However, for a specific, known source class, a more direct and robust method of

discovering neutrino emission is via a stacking analysis, such as those carried out in [133,

142, 147]. The blazar stacking analyses presented in [147] find no evidence of neutrino

emission from blazars. The upper limits on the neutrino flux originating from the objects

considered are already > 10 times lower than the total di↵use flux. Because blazars are

so rare, this constrains the total contribution of this source class. The Fermi telescope has

resolved ⇠ 50% of the total gamma-ray flux from FSRQs [200]. The upper limits from
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Figure 9.13: Source density sensitivity for di↵erent source spectra (left) and di↵erent Galactic

flux contributions (right). The softer di↵use spectra allowed by the high-energy observations

lead to more events at TeV energies, where the point source analysis is sensitive. This

increases the source density sensitivity for softer spectra. On the other hand, if a substantial

portion of the di↵use flux is Galactic, the total flux budget for extragalactic sources is

reduced, weakening the source density sensitivity. In both plots, the source evolution is

assumed to follow the star formation rate.

blazar stacking analyses therefore provide a more direct constraint on the proportion of the

di↵use flux originating from this source class, assuming basic relationships between neutrino

and gamma-ray fluxes. Similarly, the starburst analysis in [147] results in an upper limit

> 10 times lower than the di↵use flux level. However, this analysis only utilizes the closest,

brightest ⇠ 100 starburst galaxies. This analysis cannot constrain the total contribution

from this source class because starburst galaxies are extremely common and the di↵use

neutrino flux could originate from distant starbursts not included in the catalog. Future

data from IceCube or a next-generation neutrino telescope may be required to identify the

dominant source class, especially if the flux originates from extragalactic objects with high

source densities.
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Chapter 10

Conclusion

This thesis presented results from three searches for astrophysical neutrino emission from

point-like sources. The first analysis applied improved background rejection and event re-

construction techniques to a sample of throughgoing muon tracks. This search was sensitive

to TeV � PeV sources in the northern hemisphere and PeV � EeV sources in the southern

hemisphere. The second analysis searched for clustering among a sample of high-energy

contained-vertex events. This sample, dominated by cascades with ⇠ 15� angular resolu-

tion, contains clear evidence for an astrophysical component of the flux. These events were

used to search for clustering anywhere in the sky as well as for emission correlated with

the Galactic Plane or a pre-defined source catalog. The third analysis used starting track

events to search for point sources, combining the strengths of muon angular resolution and

contained-vertex background rejection to target sources emitting below ⇠PeV energies in

the southern hemisphere. This led to a factor of 2 � 10 improvement in sensitivity for such

sources.

All results were consistent with the background-only hypothesis, and no statistically

significant evidence for a neutrino point source was found. The resulting upper limits are

the most stringent to date for E�2 neutrino emission from sources anywhere in the sky,

and some flux models for individual sources are now excluded. The analyses have also

reached sensitivities comparable to gamma-ray measurements. However, for the majority of

sources considered, IceCube is not yet probing flux levels that inform the origin of gamma-

ray observations. By comparing the point source limits to the observed di↵use astrophysical
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Figure 10.1: IceCube’s point source discovery potential as a function of years of data-taking.

Since the background rate is relatively low, especially at high energies, the significance

improves faster than the
p
t limit (dashed, dotted lines). Adding four more years of data

will lead to a discovery potential two times lower than the analyses presented in this thesis.

neutrino flux, we also constrain the minimum number of neutrino sources and investigate

the properties of potential source populations contributing to the di↵use flux.

Additionally, one of the highest energy starting tracks likely originates from a few 100TeV

astrophysical neutrino. While this event alone does not constitute a point source, it is the

most significant individual event yet observed that is also well-localized on the sky.

The sources of the high-energy astrophysical neutrinos and the high-energy cosmic rays

remain a mystery. Theoretical e↵orts have shed significant insight on the types of objects

capable of generating the observed neutrino flux, and searches targeting these specific models

will lead to improved sensitivity. Much will also be gained by simply analyzing more data.

IceCube is now in a stable running mode with all 86-strings. As of this writing, two years of

data beyond those presented here are already available, waiting to be analyzed. Figure 10.1

shows the estimated point source discovery potential as a function of IceCube’s livetime,
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Figure 10.2: Artist’s conception of a high-energy extension to IceCube. 120 strings placed

300m apart (blue) are added to the 86-string IceCube array (red). Such a detector would

have a significantly enhanced e↵ective volume above ⇠100TeV.

which will improve by a factor of two In the next 4 years. As shown in Ch. 9, this improvement

will either confirm or exclude a number of models. E↵orts to improve background rejection

and event reconstruction are also underway, and will improve the sensitivity beyond the

estimates shown here, especially in the southern hemisphere.

While IceCube’s observation of di↵use astrophysical neutrinos marks the start of high-

energy neutrino astronomy, future detectors are likely necessary to study neutrino sources

in detail. Construction has recently begun on KM3NeT, a cubic kilometer detector in the

Mediterranean Sea. This instrument is predicted to reach the sensitivity required to observe

TeV Galactic sources in the southern hemisphere. Emission from the SNR RXJ1713-3947,

for example, is likely to be observed at 3� (5�) after 3.5 (9) years of operation [164].

Extensions to IceCube are also under investigation. The Precision IceCube Next Gen-

eration Upgrade (PINGU) is a proposed experiment to extend IceCube/DeepCore to lower

energies [201]. Compared to DeepCore, PINGU will have a smaller string spacing and in-

creased photocathode coverage. The primary science goals include determining the neutrino

mass hierarchy and studying of neutrino oscillations, dark matter, and supernovae neutrinos.
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At high energies, work has focused on developing a detector with a larger string spacing to

increase the e↵ective volume. Such an experiment could include an additional ⇠ 100 strings

spaced 240m apart to increase the muon e↵ective area by a factor of 3 � 5 (Figure 10.2).

Such a detector, optimized for & 100TeV energies, would enable a precision measurement

of the di↵use energy spectrum using cascades while astrophysical sources could be identified

with tracks. An enhanced surface array could also veto downgoing muon backgrounds, in-

creasing expected signal rates and potentially providing a background-free data sample in

the southern hemisphere. The observation of the first high-energy astrophysical neutrinos is

a milestone for neutrino astronomy, and innovative techniques will continue to be required

to discover the origin of this flux.
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