
Cosmic Ray Spectrum from 250 TeV to 10 PeV using IceTop1

(IceCube Collaboration)2

In this analysis, we lower the energy threshold of IceTop from 2 PeV to 250 TeV, narrowing the3

gap between IceTop and direct measurements. To collect lower energy events, we implemented a4

new trigger that uses four pairs of infill stations for which the separation between stations is less5

than 50 m compared to 125 m for the main array. The new trigger collects data from the entire array6

for events with hits on at least one infill pair. Reconstruction of core position, direction, and energy7

of each shower is done with random forest regression. The IceTop all-particle cosmic ray energy8

spectrum is calculated assuming Sibyll 2.1 and QGSJetII-04 as the hadronic interaction models.9

Both measured energy spectra show a bend around the knee region. These spectra are compared10

with the energy spectrum from a previous IceTop analysis and other experiments.11

I. INTRODUCTION12

Cosmic rays are charged particles that reach Earth13

from space with energies as high as hundreds of EeV.14

The sources of high energy cosmic rays and their ac-15

celeration mechanism are not fully known, but they are16

reflected in the all-particle cosmic ray energy spectrum17

measured by ground-based air shower experiments. The18

differential energy spectrum is parameterized as a power19

law, dN
dE ∝ E−γ , where dN/dE is the number of cosmic20

rays with energy between E and E + dE and γ is the21

differential spectral index. Features in the spectrum cor-22

respond to changes in γ. Around 3×1015 eV, γ increases23

from ∼2.7 to ∼3.0 and creates a knee-like structure, first24

mentioned in 1958 by Kulikov and Khristiansen [1]. Sim-25

ilarly, around 1018 eV, γ decreases from ∼3.0 to ∼2.7 and26

creates an ankle-like structure. This analysis covers the27

energy region around the knee.28

The knee is believed to be the beginning of the end of29

cosmic rays from galactic sources. Since propagation and30

acceleration both depend on magnetic fields, the spectra31

of individual elements are expected to depend on mag-32

netic rigidity [2]. The ankle is believed to be the energy33

region above which all cosmic rays are from extra-galactic34

sources [3].35

The cosmic ray energy spectrum and its chemical com-36

position are measured directly up to 100 TeV using de-37

tectors in satellites and balloons. They are indirectly38

measured by ground-based air shower experiments above39

100 TeV as the rate of event drops sharply with the in-40

crease in energy. Therefore, a detector with a large ex-41

posure is required to detect enough cosmic rays in a rea-42

sonable time. There are several ground-based cosmic43

ray detectors sensitive to cosmic rays from a few TeV44

to hundreds of EeV. For example, ARGO-YBJ [4] de-45

tects cosmic rays in the energy range of a few TeV to46

a few PeV [5]. HAWC [6, 7] is a ground-based gamma47

ray and cosmic ray detector that measures cosmic rays48

from 10 TeV to 500 TeV [8]. Kascade [9], Tibet [10] and49

Tunka [11] are ground based detectors that measure the50

energy spectrum in the range of hundreds of TeV to hun-51

dreds of PeV [12–14]. Telescope array [15] and Pierre52

Auger Observatory [16] are ground-based detectors that53

detect ultra high energy cosmic rays with energy higher54

than 100 PeV [17, 18]. The combined energy spectra from55

all detectors provides an overview of the origin and the56

acceleration mechanism of cosmic rays.57

The IceTop energy spectrum thus far covers an energy58

region from 2 PeV to 1 EeV [19, 20]. The goal of this anal-59

ysis is to lower the energy threshold of IceTop to reduce60

the gap with direct measurements. A new trigger was61

introduced to collect events that trigger two stations in62

the more densely instrumented central area. In this way,63

the threshold of IceTop has been reduced to 250 TeV.64

Details of the new two-station trigger, which was turned65

on May 20, 2016, are discussed in section II. Data col-66

lected until April 2017 are used to calculate the energy67

spectrum. Two-station events are reconstructed using a68

random forest regression [21]. Monte Carlo simulations69

are used to train the random forest and develop a pre-70

diction model. The reconstruction method used in this71

analysis is discussed in detail in section IV.72

This paper is divided into 5 sections. Section II de-73

scribes the IceTop cosmic ray detector and the new two-74

station trigger implemented to collect low energy cosmic75

ray air showers. Section III discusses the data, both ex-76

perimental and simulation, used for the low energy spec-77

trum analysis. Section IV describes the reconstruction of78

air showers based on machine learning and reports the re-79

sult of the all-particle cosmic ray energy spectrum. This80

section also describes details of the analysis, including81

quality cuts, unfolding method, pressure correction, and82

systematic uncertainties. The final section V summa-83

rizes the results. An appendix includes tables of system-84

atic uncertainties and numerical values of the spectrum,85

as well as plots that illustrate the ability of the Monte86

Carlo to reproduce details of the detector response.87

II. DETECTOR88

IceTop is the surface component of the IceCube Neu-89

trino Observatory [22, 23]. It detects extensive air show-90

ers produced by high energy cosmic rays. Data collected91

by IceTop are primarily used to measure the cosmic ray92

energy spectrum [19, 20, 24, 25], to study the mass com-93

position of primary particles [20], and to calibrate In-94

Ice [26]. It has also been used to look for PeV gamma95

rays [27], solar ground level enhancements (GLEs) [28],96

and transient events, like solar flares [28] or gamma ray97
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bursts. There is an ongoing effort to use IceTop as a veto98

to reduce the background for astrophysical neutrinos [29].99

IceTop is located at the South Pole at an altitude of100

2835 m above the sea level. It consists of 162 tanks filled101

with clear ice distributed in 81 stations spread over an102

area of 1 km2 as shown in Fig 1. Each station has two103

tanks separated by 10 m. Having two tanks in a sta-104

tion allows selection of a subset of events in which both105

tanks are hit. In this way it is possible to suppress the106

background of small showers hitting only one tank (∼2107

kHz [23]). Single tank hits in large showers are used to108

identify the muon component [30]. Stations are arranged109

in a triangular grid with typical spacing of 125 m. In ad-110

dition, IceTop has a dense infill array where the distance111

between nearby stations is significantly smaller.112

All tanks are made of 6 mm thick polyethylene by a113

rotational molding technique. A tank is a cylindrical con-114

tainer with an inner diameter of 1.82 m and a height of115

1.1 m. All tanks were filled with water and frozen in us-116

ing Freeze Control Units to form clear ice with a depth117

of 90 cm. Each tank is equipped with two Digital Op-118

tical Modules (DOMs) with different gains. The DOMs119

are partially immersed in water with the photo-multiplier120

tube (PMT) facing downward. Charged particles enter-121

ing IceTop tanks produce Cherenkov light that is cap-122

tured by PMTs.123

The DOM is the fundamental detection unit for the124

IceCube Neutrino Observatory [22]. Each DOM is a glass125

pressure sphere of 33 cm diameter containing tools to de-126

tect, analyze, digitize, and communicate. The PMT [31]127

is the entry point of light into the data acquisition sys-128

tem (DAQ) [32]. A Field Programmable Gate Array129

(FPGA) controls data taking, triggering, digitization,130

and communication with the IceCube lab (ICL). An Ana-131

log Transient Waveform Digitizer (ATWD) is the elec-132

tronics where signals are digitized. Each DOM also has a133

free-running 20 MHz oscillator used as a local timer. This134

oscillator is regularly calibrated with the master clock in135

the ICL. IceTop DOMs are fully integrated into the Ice-136

Cube DAQ.137

TABLE I. Four pairs of nearby infill stations and distance
between each pair in meters. Each IceTop station has an
assigned number from 1 to 81 as shown in Fig 1.

Stations Distance [m]

46, 81 34.9

36, 80 48.9

36, 79 40.7

79, 26 41.6

The standard IceTop geometry is designed to detect138

cosmic rays in the energy range from PeV to EeV. The139

infill array is sensitive to cosmic rays with lower energy.140

The two-station trigger uses 4 pairs of closely spaced in-141

fill stations for which the separation between stations is142

less than 50 m (see Table I). The trigger condition is143

satisfied if any pair of stations is hit. If both tanks of144

FIG. 1. IceTop geometry with positions of all tanks. The
marked boundary in the center includes the six stations used
to define the two-station trigger.

a station are hit within 1 µs, then the “Hard Local Co-145

incidence” (HLC) condition is fulfilled and if only one146

tank of a station is hit then “Soft Local Coincidence”147

(SLC) is said to be fulfilled. The two-station trigger is148

formed by counting the number of HLC hits in a window149

of 200 ns within a cylinder of 60 m centered around each150

tank. For an event to pass the trigger condition, it has to151

have 4 HLC hits within 60 m out of 12 high gain DOMs.152

Once the trigger condition is fulfilled, the readout win-153

dow starts 10µs before and after the first and last of the154

4 HLC hits. When the two-station trigger condition is155

satisfied, all hits in the entire IceTop array (both HLC156

and SLC) are collected. All triggered events automati-157

cally pass the filter condition and are sent to the North158

for analysis. The two-station event sample therefore in-159

cludes events with ≥ 5 hit stations, as required for the160

standard IceTop event selection. Therefore the result of161

this low energy analysis can be compared to the higher162

energy IceTop results in a region of overlapping data.163

III. DATA164

Experimental data were collected from May 2016165

to April 2017 (IceCube year 2016) with a livetime of166

330.43 days. A total of 7,420,233 two-station events is167

used after all quality cuts.168

The energy of cosmic rays detected by a ground-based169

detector is not known directly. It has to be reconstructed170

from measured shower properties at the ground. To de-171

velop a method for shower reconstruction and to know172

its accuracy, simulations are used. Each simulated event173

depicts an air shower from a particle with a known type,174

position, direction, and energy. Simulations require a175

representation of the atmospheric profile and an event176
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generator for the hadronic interactions that make the177

shower. In this paper we use Sibyll2.1 [33] and QGSJetII-178

04 [34]. To simulate the atmospheric cascade, a standard179

simulation package called CORSIKA [35] is used. For180

simulation of propagation of particles through the tanks,181

Geant4 [36] is used.182

CORSIKA simulations of proton, helium, oxygen, and183

iron primaries ranging from 10 TeV to 25 PeV in energy184

are used for this analysis. To increase statistics, the same185

CORSIKA shower is re-sampled multiple times by chang-186

ing its core position. After re-sampling, there are ap-187

proximately 100,000 showers for each 0.1 log10(E/GeV)188

energy bin with zenith angle up to 65◦ (except for He-189

lium and Oxygen between 10 TeV and 100 TeV for which190

the maximum angle is 40◦). Events are generated uni-191

formly in sin2θ bins, where θ is the zenith angle of pri-192

mary particles. In the zenith region of interest (cosθ ≥193

0.9), there are approximately 24,000 events in each 0.1194

log10(E/GeV). Sibyll 2.1 is used as the base hadronic195

interaction model for this analysis. CORSIKA showers196

with QGSJetII-04 as hadronic interaction model are also197

produced with 10% of the statistics compared to that of198

Sibyll 2.1. The QGSJetII-04 model is used to do a par-199

allel study to compare its result with that of Sibyll2.1.200

IV. ANALYSIS201

This section describes the machine learning technique202

and features that are used to reconstruct two-station203

events. Quality cuts, iterative Bayesian unfolding, and204

systematic uncertainties are discussed and the cosmic-205

ray flux is presented.206

A. Reconstruction207

The reconstruction of air showers is done using ran-208

dom forest regression where simulations play a vital role.209

The quality of reconstruction depends on the quality of210

simulation. There must be a good agreement between211

simulations and experimental data. To check the quality212

of simulation, each feature of the experimental data used213

for the random forest regression is compared to simula-214

tion. As an example, Fig 2 shows the comparison of the215

distribution of x (left) and y (right) coordinate of tanks216

that are hit. Events used here are after all quality cuts,217

as described in subsection IV B. Both histograms are218

normalized. There is good agreement with all features of219

the experimental data. The ratio of simulation to data220

is also approximately 1 with some variation for position221

of tanks lying far from the shower core. Comparison be-222

tween simulation and data for all other features show223

good agreement, as illustrated by the figures in the Ap-224

pendix B. These plots show a good agreement between225

experimental data and simulations with Sibyll 2.1 as the226

hadronic interaction model. Therefore, simulations gen-227

erated for this analysis can be used with good confidence228

to develop a model using random forest regression to re-229

construct air showers.230

Random forest regression is the algorithm used in this231

analysis for reconstruction of the core position, zenith232

angle, and energy of two-station events. A detailed de-233

scription of random forest regression is found in [37]. A234

random forest is a ‘forest’ made up of many decision235

‘trees’. The formation of a decision tree involves recur-236

sively splitting data into two parts. The split is done237

based on a feature that minimizes the Residual Sum of238

Squares (RSS) at each node. To decide which feature239

minimizes the RSS, data are divided into two parts by240

various values of each feature used. The RSS are cal-241

culated on both parts and are added. Then all summed242

RSS for all values and all used features are compared.243

The final split of data at a node is done by a feature at a244

value that produces the minimum summed RSS. As an245

example, assume there are n1 and n2 events after split-246

ting data by a feature at a value while predicting energy.247

Assume Ê1 is the mean true energy of n1 events and Ê2248

is that for n2 events. The summed RSS is given by249

RSSsum =

n1∑
i=1

(Ei − Ê1)2 +

n2∑
i=1

(Ei − Ê2)2 (1)

where Ei is true energy of event i that ends up in one250

of the two groups. Once the data is split into two parts,251

the process is repeated by further splitting the split data.252

Again a split is done based on a feature and its value that253

minimizes summed RSS.254

Branching of data by splitting it multiple times leads255

to a tree-like structure. The end of a tree is called a leaf.256

The branching process continues until a stopping crite-257

rion is reached. There are two commonly used stopping258

criteria. The first is the maximum number of branches259

in a tree, which is commonly known as the depth of a260

tree. The second is the minimum number of events at a261

leaf of a tree. If one of these criteria is fulfilled then the262

splitting process is complete. Each leaf of a tree uses the263

mean of the true value from events that land in that leaf264

and assigns that mean value as its prediction.265

A forest has many decision trees. Variation among266

trees comes from using randomly selected subsets of fea-267

tures and data. A decision tree is grown by considering268

randomly selected features at each split. The number of269

features used is usually equal to the square root of total270

number of features. Data are also randomly selected by271

a bootstrapping method. The number of bootstrapped272

datasets is equal to the number of trees in a forest. Dur-273

ing training the algorithm randomly selects data used to274

grow a tree so that each decision tree is slightly differ-275

ent. Combining the predictions from each tree reduces276

the variance of the prediction [21]. Finally, the unknown277

quantity is predicted by knowing which leaf the event278

lands on in each tree and taking an average of their pre-279

dicted values.280

Various features of an air shower are used to pre-281

dict (reconstruct) core position, zenith angle, and en-282

ergy. The features used for reconstruction of air showers283
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FIG. 2. Histograms of x (left) and y (right) coordinate of tanks hit in data compared with simulations. Even the small features
in histogram of simulations are similar in the data.

TABLE II. List of all features that go into the random forest regression and their description. Refer to the text below for
detailed descriptions of all features.

Features Description

Xtank, Ytank List of X and Y coordinate of hit tanks that of each event.

XCOG, YCOG X and Y coordinate of shower core’s center of gravity.

θplane Zenith angle assuming a plane shower front.

φplane Azimuth angle assuming a plane shower front.

cosθplane Cosine of θplane.

cosθreco Cosine of reconstructed zenith angle.

T0 Time at the shower core when shower core assuming plane shower front hits the ground.

ZSCavg Average distance of hit tanks from a plane shower front. Ideally a ZSCavg of a vertical shower is 0 and that
of horizontal shower is maximum.

Rtank List of distance of hit tanks from the reconstructed shower core of each event. Each distances is divided by
60 m.

logNsta log10 of number of stations hit.

logQtotal log10 of total charge deposited in all stations that are hit.

Qsum2 Sum of first two highest charge deposited in tanks that are hit.

Qtank List of charge deposited on tanks that are hit of each event. This is a list of all ‘Qi’ in equation 2.

Ttank List of time of hit on tanks of each event. This is a list of all ‘ti’ in equation 3 with respect to the first hit
time.

in this analysis are discussed below and summarized in284

Table II. Not all input features are equally important.285

Some features are good at predicting an unknown quan-286

tity while others do not help. A feature that is used more287

times to split data has a higher feature importance. Ran-288

dom forest regression commonly uses a mean decrease in289

impurity (MDI) method to calculate a feature’s impor-290

tance. It is based on how effective the feature is to re-291

duce variance while forming decision trees of a random292

forest. MDI and other techniques used to calculate fea-293

ture importance are discussed in [37, 38]. Permutation294

importance method is implemented to calculate feature295

importance while predicting energy in this analysis. In296

this method, the importance of a feature is calculated by297

randomly permuting its value and calculating R2 score298

before and after permuting. The difference of R2 score299

before and after permutation is the importance of that300

feature. All features and their importance to predict core301

position, zenith angle, and energy are shown in Fig 3 and302

described below.303

We arrange the position of tanks based on their cor-304

responding charges, largest to smallest. These lists are305

denoted by Xtank and Ytank representing the x and y co-306

ordinate, respectively. They have the highest feature im-307

portance for determining the core position. The shower308

core is the position where the shower axis hits the ground.309
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FIG. 3. Feature importance to predict x and y coordinate of
core position, zenith angle, and energy. Lists of coordinates of
hit tanks (Xtank, Ytank) have the highest feature importance
for core position. The zenith angle assuming a plane shower
front (θplane) and time of hits (Ttank) have the highest feature
importance for zenith angle. The list of charge on hit tanks
(Qtank) and their distance from the shower core (Rtank) have
the highest feature importance for energy.

A first guess of shower core position can be calculated as310

the weighted sum of positions of tanks that have been311

hit. The weight used is the square root of the charge312

on an individual tank. The x-coordinate of the shower313

center of gravity (COG) is given by314

XCOG =

∑
i

√
Qixi∑

i

√
Qi

(2)

where i runs over tanks that have been hit, Qi is the315

charge on tank i, and xi is the x-coordinate of tank i.316

Similarly, YCOG is calculated using the y-coordinates of317

hit tanks. As shown in Fig 3, COG has the second high-318

est feature importance for predicting the shower’s core319

position after the coordinates of hit tanks (Xtank, Ytank).320

A first guess for the direction of a shower can be calcu-321

lated by assuming a plane shower front traveling perpen-322

dicular to the shower axis. This direction is a good ap-323

proximation for events with a small number of hit tanks.324

The quantities of interest are zenith angle (θ) and az-325

imuth angle (φ) of the air shower. The initial reconstruc-326

tion is done by minimizing chi-square given by327

χ2(nx, ny, t0) =
∑
i

(ti − T0 +
nxxi+nyyi

c )2

σ2
i

(3)

where ti is the measured signal time at each tank, T0328

is the time the core hits the ground, nx = sin θ cosφ,329

and ny = sin θ sinφ. The sum runs over all hit tanks.330

The time uncertainty σi is equal to 5 ns for all tanks [23].331

The plane fit direction is θ = cos−1(−
√

1− n2
x − n2

y) and332

φ = tan−1(
ny

nx
). As shown in Fig 3, θplane has the highest333

feature importance for predicting the zenith angle of a334

shower, and the time of hits (Ttank) is second. Ttank335

denotes the list of times at which tanks have been hit336

for each event. The time of the first hit of an event is337

subtracted from all hits such that the time used is with338

respect to the first hit. The time information of an event339

is arranged in ascending order. If an event has fewer340

than 35 hits (see below), then the remaining slots are341

filled with the last relative time. ZSCavg is the average342

distance of hit tanks from the plane shower front when343

the core hits the ground. ZSCavg is higher for inclined344

showers and approximately zero for vertical showers. It345

is given by346

ZSCavg =

∑n
i=1 |zi|
n

(4)

where i runs over n hit tanks and z is the position of347

a tank in the shower coordinate system. As shown in348

Fig. 3, ZSCavg also has some importance for predicting349

shower’s zenith angle.350

For reconstruction of energy, Qtank has the highest fea-351

ture importance. It is defined by forming a list of charges352

on all n tanks that have been hit and sorting them in de-353

scending order. The minimum value that n can have is354

4 and it can increase up to 162. For the energy region of355

interest, information from the first 35 hits is enough to356

reconstruct shower core position, direction, and energy357

with almost 100% feature importance. The random for-358

est regression becomes computationally expensive as the359

number of features increases. Therefore, the number of360

items per event in each list is truncated to 35 from 162. If361

the number of tanks (n) that have been hit is less than 35,362

then the remaining 35-n slots of the list are filled with363

0 for Qtank, Xtank, and Ytank. Second most important364

feature is Rtank, defined as an array of the distance from365

the shower core of each tank that has been hit. Each366

distances is divided by a reference distance of 60 m. The367

total number of hit stations (Nsta) in each event, the sum368

of charges (Qtotal) from all hit tanks, and the sum of the369

two highest charges (Qsum2) of an event are also used to370

reconstruct energy, but have relatively small importance.371

Charge is calibrated in units of vertical equivalent muons372

(VEM) and is defined as a total charged deposited by a373

single vertical muon passing through an IceTop tank. Re-374

fer to [23] for a detail description of VEM for the IceTop375

detector.376

Random forest regression trains on many decision377

trees separately, so the training can be done in paral-378

lel. Spark [39] is a fast cluster computing technology379

designed to run jobs in parallel. Random forest regres-380

sion from Spark is used separately to reconstruct core381

position and zenith angle. Similarly the reconstruction382

of energy is done using random forest regression from383

Scikit-Learn [40].384

The quality of reconstruction is judged based on how385

good the resolution is. Fig 4 shows core resolution, zenith386

resolution, and energy resolution. The core resolution is387

about 16 m, the zenith resolution is about 4◦, and the388

energy resolution is about 0.26 for the lowest energy bin389

(log10[E/GeV] 5.4 to 5.6). All three resolutions improve390
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FIG. 4. Left: Core resolution in meters; Middle: zenith resolution in degrees; Right: energy resolution in unit-less quantity.
See Table III for resolution values.

as energy increases. Resolutions for each energy bin are391

given in Table III of Appendix A.392

B. Quality Cuts393

Only well-reconstructed events are used to obtain the394

energy spectrum. Quality cuts are used to remove events395

with possible bad reconstruction to reduce error and to396

improve accuracy. The passing rate of events for a cut is397

the percentage of events surviving that cut and all previ-398

ous cuts. The following cuts are applied to the simulated399

and the experimental data to select events:400

• Events must pass the two-station trigger and filter.401

Passing rate for this cut is 100% by definition.402

• Events must have the tank with the highest charge403

inside the nearby infill boundary. This cut is de-404

signed to select events with shower cores inside or405

near the infill boundary. Passing rate for this cut406

is 89.5%.407

• Events must have cosine of zenith angle (θ) greater408

than or equal to 0.9. These events have higher409

triggering efficiency and are better reconstructed.410

Passing rate for this cut is 48.1%.411

• Events with most of the energy deposited only in412

few tanks are removed, as they are known to be413

poorly reconstructed. This cut requires the largest414

charge to be less than or equal to 75% of the total415

charge and the sum of the two largest charges less416

than or equal to 90% of the total charge. Passing417

rate for this cut is 36.836%.418

• The simulation used for this low energy analysis419

extends to log10(E/GeV)=7.4. From the simula-420

tion we have determined that events with a true421

energies above that can be removed by excluding422

events with more than 42 stations hit and excluding423

events with a total charge greater than 103.8 VEM.424

We also excluded events with a total charge less425

than 0.63 VEM to remove events due to background426

noise. Passing rate for this cut is 36.835%.427

FIG. 5. Histogram of true core position of showers after all
quality cuts.

The histogram of true core position of events that pass428

all quality cuts is shown in Fig 5. Most events lie within429

a radius of 300 m after all quality cuts.430

C. Bayesian Unfolding431

One of the challenges that a ground-based detector432

faces is to know the true energy distribution (C, Cause)433

from the reconstructed energy distribution (E, Effect).434

Iterative Bayesian unfolding [41, 42] is used to take en-435

ergy bin migration into account and to derive the true436

from the reconstructed energy distribution. It is imple-437

mented via a software package called pyUnfolding [43].438
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This package also calculates and propagates error in each439

iteration.440

To unfold the energy spectrum, the response of the441

detector to an air shower is required. The response is442

determined from simulations. This information is stored443

in a response matrix and is the probability of measuring a444

reconstructed energy given the true primary energy. The445

response matrix used in this analysis is shown in Fig.446

6. Inverting the response matrix to get a probability of447

measuring true energy given reconstructed energy would448

lead to unnatural fluctuations. Therefore, Bayes theorem449

is used iteratively to get the true distribution from athe450

observed distribution.451

FIG. 6. Response Matrix calculated from simulation. An
element of a response matrix is a fraction of events in true
energy bin distributed over the reconstructed energy bin. In
Bayes theorem of Eq. 5, P (E|C) represents a response matrix.

The Bayes theorem is given by452

P (Cµ|Ei) =
P (Ei|Cµ)P (Cµ)∑nC

ν P (Ei|Cν)P (Cν)
(5)

where P (C|E) is the unfolding matrix, P (E|C) is the453

response matrix, nC is the number of cause bins, and454

P (C) is the prior knowledge of the cause distribution.455

P (C) is the only quantity that changes in the right-hand456

side of Eq. 5 during each iteration. The choice of initial457

prior, P (C), is optional and can be any reasonable distri-458

bution, like a uniform distribution or n(E)/
∑nE

i n(Ei).459

The conventional choice to minimize bias is Jeffreys’460

Prior [44], given by461

PJeffreys(Cµ) =
1

log10(Cmax/Cmin)Cµ
(6)

Each iteration produces a new unfolding matrix462

P (C|E). P (Cµ|Ei) represents the probability that an463

effect Ei is a result of cause Cµ. If the distribution of464

effect n(E) is known then the updated knowledge of the465

cause distribution is given by466

φ(Cµ) =
1

εµ

nE∑
i

P (Cµ|Ei)n(Ei) (7)

where εµ =
∑nE

j P (Ej |Cµ) and 0 ≤ εµ ≤ 1. It must be

noted that εµ in this analysis is equal to 1. φ(Cµ) in Eq.
7 is used to calculate an updated prior. The updated
prior is given by

P (Cµ) =
φ(Cµ)∑
ν φ(Cν)

which is then used as a new prior in equation 5 for the467

next iteration. The unfolding proceeds until a desired468

stopping criterion is satisfied. The commonly used stop-469

ping criteria are χ2 and Kolmogorov-Smirnov of subse-470

quent energy distribution before and after unfolding. In471

this analysis, Kolmogorov-Smirnov less than 10−3 is used472

as the stopping criterion. It is reached in the twelfth it-473

eration.474

FIG. 7. Energy distribution before and after iterative
Bayesian unfolding. Blue is the reconstructed energy distri-
bution and orange is the final unfolded energy distribution.

Each iteration generates a new cause distribution475

φ(C). Using this to calculate the next prior can prop-476

agate error, if any, in each iteration which might cause477

erratic fluctuations on the final distribution. To regular-478

ize the process and to avoid passing an unphysical prior479

in each iteration, the logarithm of the cause distribution480

(φ(C)) is fitted with a polynomial except for the final481

distribution. The final unfolded energy distribution is482

used to calculate the cosmic ray flux. The reconstructed483

energy distribution n(E) in Eq. 7 and the final unfolded484

energy distribution are shown in Fig 7.485
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D. Pressure Correction486

The rate of two-station events fluctuates with changes487

in atmospheric pressure. If pressure increases, the rate488

decreases and vice-versa. If the average pressure during489

which data were taken is not equal to the pressure of the490

atmospheric profile used in the simulation, then the final491

flux must be corrected to account for the difference in492

the atmospheric pressure between data and simulation.493

FIG. 8. Percentage deviation of cosmic rays flux when atmo-
spheric pressure is ∼698 g/cm2 from the flux when pressure
is ∼691 g/cm2. This deviation is used as the correction factor
to correct the final flux. The error on the correction factor is
used as the systematic uncertainty due to Pressure difference
between average pressure of 2016 South Pole atmosphere and
pressure due to atmosphere profile used in simulation.

The average pressure at the South Pole during data-494

taking was 678.27 hPa (data obtained from Antarctic Me-495

teorological Research Center). This converts to 1.019 ×496

678.27 = 691.16 g/cm2.497

In CORSIKA, the density variation of the atmosphere498

with altitude is modeled in 5 layers. At the altitude h499

(cm) from sea level, the overburden T (h) of the atmo-500

sphere is given by the form501

T (h) = a+ b exp(−h
c

) (8)

For the energy region of interest in this analysis, the aver-502

age April atmosphere was used for which the parameters503

are a = −69.7259, b = 1111.7, and c = 766099. With504

these parameters for IceTop at an altitude of 2835 m505

above sea level, T (h) is 698.12 g/cm2. This is ∼1% larger506

than the average pressure for the period of data-taking507

(698.12/691.1).508

During the period 08 January 2017 to 28 April 2017509

the average pressure was 698.12 g/cm2, the same as that510

used in the simulation. The flux from this subset of data511

is calculated and compared with the flux for the entire512

data-taking period. The flux decreases with an increase513

in pressure and this decrease must be corrected. The514

correction factor is shown in Fig. 8 and tabulated in Ta-515

ble IV, Appendix A. Errors on the correction factors due516

to pressure difference are used as the systematic uncer-517

tainty on flux due to atmospheric pressure. There are at518

least two factors that contribute to the correction. At519

higher pressure, the size at ground for a given energy is520

smaller. In addition, the shower is more spread out, de-521

creasing the trigger probability. The correction shifts the522

flux down.523

E. Systematic Uncertainties524

Systematic uncertainties are calculated by keeping all525

conditions constant except the feature under investiga-526

tion. The systematic uncertainties due to the hadronic527

interaction models are considered separately. The major528

systematic uncertainties, excluding those due to hadronic529

interaction models, are those due to the composition, the530

unfolding method, the effective area, and the atmosphere.531

Individual and ‘total systematic uncertainty’ are shown532

in Fig 9.533

FIG. 9. The plot shows the individual systematic uncertain-
ties for each energy bin. The total systematic uncertainty is
the sum of individual uncertainties added in quadrature.

To estimate the uncertainty due to composition, the534

Gaisser H4a model [45] is used as a base composition535

model and GST [46], GSF [47], and a version of Polyg-536

onato modified to include an additional higher energy537

Galactic population B are used as alternate models.538

Since all these models are viable options for composi-539

tion, the flux for each model is calculated using the same540

response matrix, and the percentage deviation of the flux541

from the model for each energy bin is measured. Addi-542

tionally, the fractional difference between fluxes calcu-543

lated for two extreme zenith bins is used to calculate544

composition systematics as done for the 3-year energy545

spectrum analysis. The maximum spread of all devia-546

tions is used as the uncertainty due to composition.547
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The pyUnfolding package calculates the systematic un-548

certainty due to unfolding at the end of each iteration.549

The uncertainty arises from the limited statistics of the550

simulated data set. Evolution of systematic uncertainty551

after each iteration is saved. In this study, we need 12552

iterations before reaching the termination criterion. The553

systematic uncertainty for the twelfth iteration is used as554

the systematic uncertainty from the unfolding procedure.555

The effective area is fitted with an energy-dependent556

function given by557

Aeff(E) =
p0

1 + e−p1(logE−p2)
(9)

The parameters of the fit contain errors and the errors558

have to be accounted for while calculating flux. A band559

around the effective area fit is shown in Fig. 10 after ac-560

counting for all errors on the parameters. Taking the up-561

per and lower boundary of the band, the flux is calculated562

and the difference in the flux is used as the systematic563

uncertainty due to effective area.564

The correction factor to account for the atmospheric565

pressure difference between data and simulation is shown566

in Fig 8. The uncertainty on the correction factor is used567

as the systematic uncertainty due to pressure. Also, the568

difference in flux due to different temperatures for con-569

stant pressure is used as the systematic uncertainty due570

to temperature and is less than 2%. These two uncer-571

tainties are added and the summation is used as the sys-572

tematic uncertainty due to the atmosphere.573

Different snow heights for data and simulation would574

affect the low energy spectrum analysis. Experimental575

data used in this analysis is from May 2016 to April 2017576

and the snow height used for simulations is from October577

2016 in the middle of the data sample. Thus the average578

height of snow for the experimental data is assumed to579

be comparable to that used in the simulation. VEM cali-580

bration occurs monthly. Systematic uncertainties arising581

from VEM calibartion and duration have been studied582

and are small.583

The statistical uncertainty is small due to the large584

volume of data. The systematic uncertainty from the585

composition assumption is the largest, while the system-586

atic uncertainties from the unfolding method, effective587

area, and atmosphere are relatively small. The ‘total588

systematic uncertainty’ is calculated by adding individ-589

ual contributions in quadrature and is larger than the590

statistical uncertainty. The total systematic uncertainty591

for each energy bin is tabulated in Table V of Appendix592

A.593

F. Flux594

The cosmic-ray flux, or energy spectrum, is the distri-595

bution of cosmic rays by energy. Once the core position,596

direction, and energy of air showers are reconstructed,597

and the effective area is known, the flux is calculated.598

The binned flux is given by599

J(E) =
∆N(E)

∆lnEπ(cos2 θ1 − cos2 θ2)AeffT
(10)

where ∆N(E) is the unfolded number of events with en-600

ergy per logarithmic bin of energy in time T , [θ1, θ2] is the601

observed zenith range, and Aeff is the effective area. The602

effective area for IceTop events with cos θ ≥ 0.9 is shown603

in Fig 10 and is used to calculate the flux. The livetime604

(T ) is 28548809.85 s (330.43 days), ∆ log10E is 0.2, and605

cos θ1 and cos θ2 used are 1.0 and 0.9 respectively.606

FIG. 10. Effective area calculated using MC generated with
H4a composition model and Sybill 2.1 hadronic interaction
model. A sigmoid function is used to fit the effective area.

The all-particle cosmic ray flux is calculated using Eq.607

10 in the energy range 250 TeV to 10 PeV. The calculated608

flux is corrected for pressure difference using the correc-609

tion factors shown in Table IV of Appendix A. The final610

flux is then compared with the higher energy measure-611

ment of IceCube [20] in the left plot of Fig 11. The spec-612

trum is plotted per logarithmic bin of energy in units of613

m−2s−1sr−1.614

The effect of the hadronic interaction model is not615

included in the ‘total systematic uncertainty’. Instead,616

the same analysis steps were repeated using simulation617

with QGSJetII-04 as the hadronic interaction model.618

The statistics of the simulation for the analysis with619

QGSJetII-04 is only 10% of that for Sibyll 2.1 but is620

sufficient for the comparison between the two models.621

The right plot of Fig 11 shows the comparison between622

fluxes assuming Sibyll2.1 and QGSJetII-04 as hadronic623

interaction models and their ratio. The flux assum-624

ing QGSJetII-04 is comparable with the flux assuming625

Sibyll2.1 at the lower energy region and is around 20%626

lower above the knee.627

Many ground-based cosmic ray detectors measured the628

cosmic ray flux around this energy region. Several mea-629

surements with their statistical uncertainties are com-630

pared with the result of this analysis in Fig 12. The631

range of fluxes reflects systematic uncertainties in the632
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FIG. 11. Left: The all-particle cosmic ray energy spectrum using IceTop 2016 data. The analysis is done using simulations with
Sibyll 2.1 as the hadronic interaction model. Right: The all-particle cosmic ray energy spectra using simulations with Sibyll2.1
and QGSJetII-04 as hadronic interaction models. The same analysis as with Sibyll 2.1 was repeated with QGSJetII-04. The
shaded region in both plots indicates the systematic uncertainties.

FIG. 12. Cosmic Ray Flux using IceTop 2016 data scaled by E1.65 and compared with flux from other experiments. This
analysis and HAWC’s energy spectrum analysis use different hadronic interaction models. The shaded region indicates the
systematic uncertainties.

measurements. Since the cosmic ray flux follows a steep633

power law, a slight difference in energy scale can cause a634

large difference in the flux. The IceTop low energy spec-635

trum extension overlaps with the results from HAWC [8]636

in the lower energy region and with Kascade [48] and637

Tunka [49] measurements at higher energy region, and638

is higher than the result from Tibet III [50]. The low639

energy spectrum is also compared with a direct measure-640

ment from ATIC-02 [51].The hadronic interaction model641

is different for HAWC and for this analysis, which can642

contribute to the difference between the results shown643

for these experiments.644

V. RESULT AND DISCUSSION645

The principal result of this paper is to lower the en-646

ergy threshold for the measurement of the all-particle647

spectrum with IceTop. Most effort went into the deploy-648

ment of a new trigger to select low energy events and649
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into the development of a new reconstruction method for650

these hard to reconstruct events. This analysis measured651

the all-particle cosmic ray energy spectrum from 250 TeV652

to 10 PeV, lowering the energy threshold of IceTop from653

∼2 PeV to 250 TeV.654

Table VI in Appendix A tabulates the result of the655

IceTop low energy spectrum analysis. The first column656

is the energy bin in log10[E/GeV]. The second column657

is the number of events in reconstructed energy bins be-658

fore unfolding. The total number of events in these en-659

ergy bins is 7,420,233. The third column is the rate of660

events before unfolding calculated by dividing the sec-661

ond column with livetime. The fourth column is the662

unfolded rate. The fifth column is the all-particle cos-663

mic ray flux calculated from the unfolded rate. The re-664

maining columns are the statistical uncertainty, the lower665

systematic uncertainty, and the upper systematic uncer-666

tainty in the flux respectively. Corresponding results as-667

suming QGSJetII-04 as the hadronic interaction model668

are shown in Table VII of Appendix A.669

The final energy spectrum from this analysis is shown670

in figures 11 and 12. The figures show that the flux is671

somewhat higher than the 3-year IceTop spectrum in the672

overlap region. These two fluxes are fitted with splines to673

calculate their percentage differences at each energy bin674

of the 3-year analysis up to 10 PeV. The energy spec-675

trum from this analysis is within 7.1% of the 3-year676

IceTop spectrum. The total systematic uncertainty by677

adding individual uncertainties in quadrature for the 3-678

year spectrum is 9.6% at 3 PeV and 10.8% at 30 PeV [19].679

Even though the flux is higher, it is within the system-680

atic uncertainty of 3-year IceTop energy spectrum anal-681

ysis. Both analyses use data collected by IceTop, so they682

share systematic uncertainties related to the detector.683

However, there are differences in this analysis, such as684

the treatment of the pressure correction and the unfold-685

ing that contribute to the systematics. Other important686

differences are in data taking (trigger/filter) and in the687

use of machine learning for reconstruction.688

The right plot of Fig 11 shows the difference in fluxes689

assuming two different hadronic interaction models, i.e.690

Sibyll2.1 and QGSJetII-04. The flux assuming QGSJetII-691

04 is approximately 20% lower than the flux assuming692

Sibyll2.1 above the knee.693

The low energy extension of the IceTop all-particle694

cosmic ray energy spectrum includes the entire knee re-695

gion of the spectrum. It extends the 3-year IceTop spec-696

trum [20] into the region below 2 PeV to give a full view697

of the spectral change associated with the knee. Ad-698

ditionally, the energy spectrum overlaps with HAWC’s699

result [8] within the systematic errors around 300 TeV.700

The energy spectrum measured in this analysis fills the701

gap between the 3-year IceTop spectrum and the HAWC702

measurements and thus connects with direct measure-703

ments.704
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Appendix A: Resolutions, Correction Factor, Systematic Uncertainty, and the Final Results931

TABLE III. Quality of reconstruction. The first row shows the core resolution in meter. The second row shows the zenith
resolution in degree. The third row shows the energy resolution. All these resolutions are one sigma of true minus reconstructed
value.

log[E/GeV] 5.4-5.6 5.6-5.8 5.8-6.0 6.0-6.2 6.2-6.4 6.4-6.6 6.6-6.8 6.8-7.0

Core [m] 15.62 13.85 12.03 9.76 8.45 7.76 6.95 6.22

Zenith [deg] 3.95 3.47 2.87 2.51 1.94 1.95 1.62 1.46

Energy 0.26 0.24 0.20 0.16 0.14 0.12 0.10 0.09

TABLE IV. Correction factor on the final flux due to difference in atmospheric pressure between simulation and 2016 data.

log10[E/GeV] 5.4-5.6 5.6-5.8 5.8-6.0 6.0-6.2 6.2-6.4 6.4-6.6 6.6-6.8 6.8-7.0

[%] -7.06 -7.41 -7.64 -7.61 -7.50 -7.73 -8.29 -8.16

TABLE V. Total systematic uncertainty after adding individual systematic uncertainty in quadrature.

log10[E/GeV] 5.4-5.6 5.6-5.8 5.8-6.0 6.0-6.2 6.2-6.4 6.4-6.6 6.6-6.8 6.8-7.0

Low [%] 7.34 7.73 8.56 7.95 5.53 3.40 3.25 3.18

High [%] 6.63 7.49 3.93 4.70 5.44 4.98 6.49 6.89

TABLE VI. Information related to all-particle cosmic ray energy spectrum using two stations events. Sibyll2.1 is the hadronic
interaction model assumption. Refer to the text for detail description of each column.

log10[E/GeV] Nevents Rate Unfolded Flux Stat. Err Sys Low Sys High

[Hz] Rate [Hz] [m−2s−1sr−1]

5.4 - 5.6 3,301,846 1.1566e-1 1.2736e-1 2.1083e-5 1.7635e-8 1.5460e-6 1.3972e-6

5.6 - 5.8 2,034,816 7.1275e-2 8.2527e-2 9.7936e-6 1.2604e-8 7.5661e-7 7.3290e-7

5.8 - 6.0 1,120,920 3.9263e-2 4.6980e-2 4.8085e-6 9.2579e-9 4.1143e-7 1.8871e-7

6.0 - 6.2 527,453 1.8475e-2 2.3303e-2 2.2562e-6 5.5110e-9 1.7938e-7 1.0599e-7

6.2 - 6.4 238,890 8.3678e-3 1.0518e-2 9.9927e-7 3.1977e-9 5.5234e-8 5.4377e-8

6.4 - 6.6 124,673 4.3670e-3 4.6625e-3 4.3873e-7 2.1000e-9 1.4916e-8 2.1847e-8

6.6 - 6.8 52,619 1.8431e-3 1.9715e-3 1.8393e-7 1.3486e-9 5.9861e-9 1.1946e-8

6.8 - 7.0 19,016 6.6661e-4 7.6588e-4 7.1496e-8 7.6165e-10 2.2709e-9 4.9295e-9

TABLE VII. Information related to all-particle cosmic ray energy spectrum using two stations events. QGSJetII-04 is the
hadronic interaction model assumption. Refer to the text for detail description of each column.

log10[E/GeV] Nevents Rate Unfolded Flux Stat. Err Sys Low Sys High

[Hz] Rate [Hz] [m−2s−1sr−1]

5.4 - 5.6 3,476,123 1.2176e-1 1.1476e-1 2.1114e-5 1.3439e-8 3.5836e-6 2.0606e-6

5.6 - 5.8 2,731,596 9.5682e-2 7.7057e-2 9.0641e-6 7.3190e-9 1.1662e-6 8.7336e-7

5.8 - 6.0 1,243,001 4.3539e-2 4.5429e-2 4.4809e-6 5.3524e-9 6.4574e-7 3.9000e-7

6.0 - 6.2 484,928 1.6986e-2 2.3335e-2 2.1778e-6 4.2161e-9 3.4274e-7 1.9567e-7

6.2 - 6.4 269,906 9.4542e-3 1.0467e-2 9.6204e-7 2.3727e-9 1.2298e-7 7.7611e-8

6.4 - 6.6 107,815 3.7765e-3 4.1010e-3 3.7423e-7 1.2508e-9 3.4625e-8 2.9659e-8

6.6 - 6.8 48,760 1.7079e-3 1.6857e-3 1.5268e-7 8.3733e-10 1.2072e-9 1.4139e-8

6.8 - 7.0 18,932 6.6314e-4 6.8663e-4 6.2258e-8 5.6938e-10 4.4720e-9 5.8468e-9
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Appendix B: Experimental Data and Simulation Comparison932

FIG. 13. Histograms of the core positions of showers calculated using Eq. 2 from experimental data and simulation. The left
plot is the x-coordinate and the right plot is the y-coordinate of shower’s core. Peaks seen on histograms from both plots is
due to a larger number of tanks around that x or y coordinate. Refer to Fig 1 for positions of all tanks.

FIG. 14. Histograms of zenith angle calculated assuming plane shower front.
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FIG. 15. Histograms of azimuth angle calculated assuming plane shower front.

FIG. 16. Histograms of time difference of hits on each tank with respect to the first hit. Time of hits on each tank of an event
is listed and sorted in ascending order. The time difference is with respect to the first hit. Time on hit tanks has high feature
importance while reconstructing zenith angle.
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FIG. 17. Histograms of reconstructed zenith angle for experimental data and simulation. Cosine of reconstructed zenith angle
is the third important feature while reconstructing energy.

FIG. 18. Histograms of charge deposited on hit tanks. Charge on tanks has a high feature importance while reconstructing
shower’s energy. Charge less than 0.16 VEM on a tank is considered due to background noise.
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FIG. 19. Histograms of the distance of hit tanks from the reconstructed shower core. The distance is divided by a reference
distance of 60 m. The list of distance of hit tanks from the core has high feature importance while reconstructing shower’s
energy.

FIG. 20. Histograms of total number of stations hit. It has comparatively small feature importance while predicting energy.
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FIG. 21. Histograms of the total amount of charge deposited in all stations. It has comparatively small feature importance
while predicting energy.


