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Introduction

I
n order to understand the relevance of detecting neutrinos from Gamma Ray Bursts, one
must go back a century in the past. In 1907 radioactivity had already been discovered
and it was known that there was a natural radioactivity such that ionising radiation was

coming from the ground. The study of the amount of ionising radiation was carried out us-
ing electroscopes but unfortunately these devices were fragile and thus difficult to transport.
The scientist T. Wulf had the idea of creating a new type of electroscope (now called the Wulf
electroscope) that was more precise and more mobile [1].

Using his newly designed electroscope, Wulf measured the radiation in many places, from
the Caves of Han in Belgium to the 1000 m altitude village of Zermatt in Switzerland. His most
important measurements were done at the Eiffel tower, which was the tallest construction in
the world at that time1. Since the radiation was believed to come only from the ground the
expectation was that it should decrease with altitude. However, on the top of the Eiffel tower
the decrease of the amount of radiation was much smaller than expected [2]. Wulf had two
possible explanations. The first was an unknown source of γ-rays in the atmosphere and the
second one was a wrong prediction for the radiation absorption in the air.

After this first hint of radiation coming from above, the Austrian scientist Victor Hess used
an electroscope in a hydrogen-filled balloon [3]. Hess measured the radiation up to an alti-
tude of 5 km and he found an increase in the amount of radiation as high as twice the ground
level [4]. After Hess, other scientists performed more accurate measurements up to an altitude
of 9 km. It became certain that there was radiation coming from space and that this radiation
was composed of charged particles. The latter statement comes from measurements at differ-
ent magnetic latitudes, which have an influence on the radiation intensity (for more details,
see [5]). These charged particles were named cosmic rays.

In the late thirties, W. Kolhörster and later P. Auger performed measurements of cosmic
radiation events in coincidence. This opened the door to the study of cosmic rays at ground
level by the detection of the particle shower they induce in the atmosphere, a so-called air
shower [5]. Initiated by the discovery of air showers, extraordinary large experiments were
about to be built in the attempt to detect more energetic cosmic rays.

1In many books, cosmic ray introductions start in 1912 with Victor Hess. A detailed article about Wulf’s
searches and the role of the Eiffel tower in science is available in the Scientific American’s website: http:
//blogs.scientificamerican.com/guest-blog/paris-city-of-lights-and-cosmic-rays/.

1

http://blogs.scientificamerican.com/guest-blog/paris-city-of-lights-and-cosmic-rays/
http://blogs.scientificamerican.com/guest-blog/paris-city-of-lights-and-cosmic-rays/
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It was also in the thirties that W. Pauli postulated the existence of a neutral particle later
called neutrino. This postulate was needed in order to explain the energy spectrum of the
electrons from β-decay [6]. E. Fermi2 calculated the neutrino cross-section which was so
small that it was thought to be undetectable. This calculation was part of a consistentβ-decay
theory [6]. One had to wait until 1956 and nuclear reactors that would give an enormous flux
of neutrinos to be able to detect them [7].

Four years later, in 1960, the Volcano Ranch experiment detected cosmic rays of energies
above 1018 eV. This was the start of the Ultra High Energy Cosmic Rays (UHECRs) studies [4].

Still in the sixties, experiments at CERN and at Brookhaven National Laboratory discov-
ered a second type of neutrino; after the electron neutrino came the muon neutrino [8]. The
prediction of the third type of neutrino, the tau neutrino, happened in 1978 with the discovery
of the tau at SLAC [9]. This third type of neutrino was then detected in 2000 by the DONUT
collaboration [10].

Neutrinos

So far, there is no evidence for a fourth type (or equivalently flavour) of neutrino. In addition to
the study of neutrinos from accelerators and nuclear reactors, several experiments have been
designed to study neutrinos from the Sun as well as from the Earth atmosphere. The neutrino
production in the Sun comes from the various nuclear reactions occurring in its center as well
as from the interaction of particle ejecta falling back to the Sun during solar flares for example.

The atmospheric neutrinos are produced by the interaction of cosmic rays in the Earth
atmosphere. In the case of muon neutrinos, the cosmic ray interactions produce pions and
kaons which in turn decay producing muon neutrinos. Since the pions and kaons have lost
energy before decaying, the energy spectrum of the atmospheric muon neutrinos is steeper
than the cosmic ray spectrum [11]. While the neutrinos produced in the Sun have a too low
energy to be detected in ICECUBE (as outlined in Chapter 2), atmospheric neutrinos can be
detected. The case of atmospheric muon neutrinos is particular since it constitutes the irre-
ducible background of the analysis presented in the current thesis.

The observation of neutrinos from the Sun and the disappearance of electron neutrinos
with respect to expectations have led to the conclusion that neutrinos oscillate between their
three flavours [11]. This oscillation phenomenon can also be observed in reactor experiments
as well as in the detection of atmospheric neutrinos [12].

These oscillations are explained by the theory that the mass eigenstates of the neutrino
are a combination of the flavour eigenstates. Of course this implies that neutrinos have a
non-zero mass! However, the masses of the neutrinos have not been measured yet and only
upper-limits have been set. It is also unknown which of the mass eigenstates is the most
massive one. This is known as the hierarchy problem.

2It is E.Fermi that first used the word neutrino, which is Italian for small neutron.
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What we do know is that neutrinos are neutral and that they interact only through the
weak force such that they represent the perfect cosmic messenger, able to carry information
from a distant source straight to us.

Cosmic Rays

Currently, the energy spectrum of cosmic rays has been measured up to about 1020 eV as
shown in Fig. 1. It follows a non-thermal power spectrum of about E−2.7 until a first structure
is encountered around 3×1015 eV called the knee, where the spectral index decreases to -3.
Then, there is a second knee at 8×1016 eV, where the spectral index decreases to about -3.2. At
around 4×1018 eV, there is an increase of the spectral index to -2.6, which is called the ankle
(for more details, see [5]).

The origins of these structures in the spectrum are still under debate. A possibility for the
knee is that the limit of the proton acceleration by galactic supernovae is reached. Hence the
knee energy could be the maximum energy up to which the protons are accelerated by the
sources within our Galaxy [5]. Similarly, the second knee would be the limit of the galactic
acceleration of iron. This hypothesis coupled with the fact that the Larmor radius associated
to charged particles of EeV energies is larger than the thickness of the galactic disk imply that
at the highest energies, especially above the ankle, the UHECRs are mainly coming from extra-
galactic sources.

It is difficult to identify the sources of cosmic rays from their arrival directions since cos-
mic rays are charged particles and so they are deflected by (inter)galactic magnetic fields on
their journey towards the Earth. This deflection cannot be computed precisely since the in-
tervening magnetic field strength and cosmic ray composition are poorly known. Only if the
cosmic ray composition is light, i.e. mainly protons, the magnetic deflection may be only a
few degrees above a few tens of EeV and thus charged particle astronomy could be feasible.

Thus, in order to understand what are the cosmic rays and where they come from, a key
element is the study of their composition. At low energies (below the knee) it was found that
they are composed mainly of protons. In small amounts, also nuclei up to Z ≈ 40 are ob-
served. The abundance of these heavier elements was found to be very close to the compo-
sition of the solar system matter [5]. At the highest energies, the lower flux as well as inac-
curacies in hadronic interaction models make composition studies very complicated and the
composition of the UHECRs is still under debate [13].

Unfortunately the main question remains. Which objects could accelerate the UHECRs
to such high energies? As we will see in the first chapter, Gamma Ray Bursts are a possible
source but if this is the case, then they should also emit neutrinos (resulting from proton-γ
interactions). This is the reason why the century-long search for the source of cosmic rays
could be answered by using neutrino detectors like ICECUBE.
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296 J. Blümer et al. / Progress in Particle and Nuclear Physics 63 (2009) 293–338

Fig. 1. All-particle energy spectrum of cosmic rays as measured directly with detectors above the atmosphere and with air shower detectors. At low
energies, the flux of primary protons is shown.

Fig. 2. Abundance of elements in cosmic rays as a function of their nuclear charge number Z at energies around 1 GeV/n, normalized to Si = 100 [40].
Abundance for nuclei with Z  28 according to [41]. Heavy nuclei as measured by ARIEL 6 [42,43], HEAO 3 [44], SKYLAB [45], TIGER [46], TREK/MIR [47,
48], as well as UHCRE [49]. In addition, the abundance of elements in the solar system is shown according to [50].

decreases as a function of energy, which is frequently explained in Leaky Box models by a rigidity-dependent2 decrease of
the path length of cosmic rays in the Galaxy ⇤(R) = ⇤0(R/R0)

�� . Typical values are ⇤0 ⇡ 10–15 g/cm2, � ⇡ 0.5� 0.6, and
R0 ⇡ 4 GV as reference rigidity.

Cosmic-ray particles are assumed to propagate in a diffusive process through the Galaxy, being deflected many times
by the randomly oriented magnetic fields (B ⇠ 3 µG). The nuclei are not confined to the galactic disc, they propagate in
the galactic halo as well. The scale height of the halo has been estimated with measurements of the 10Be/9Be-ratio by the
ISOMAXdetector [52] to be a fewkpc. The abundance of radioactive nuclei in cosmic raysmeasuredwith the CRIS instrument
yields a residence time in the Galaxy of about 15 ⇥ 106 years for particles with GeV energies [53].

2 Rigidity is defined as particle momentum divided by its charge R [V] = p/z.

(a)308 J. Blümer et al. / Progress in Particle and Nuclear Physics 63 (2009) 293–338

Fig. 7. All-particle cosmic-ray energy spectrum as obtained by direct measurements above the atmosphere by the ATIC [219,220], PROTON [221], and
RUNJOB [222] as well as results from air shower experiments. Shown are Tibet AS� results obtained with SIBYLL 2.1 [223], KASCADE data (interpreted
with two hadronic interaction models) [224], preliminary KASCADE-Grande results [225], and Akeno data [226,33]. The measurements at high energy are
represented by HiRes-MIA [227,228], HiRes I and II [229], and Auger [169].

Fig. 8. All-particle energy spectra in the knee region. Results from direct measurements by Grigorov et al. [221], JACEE [230], RUNJOB [222], and SOKOL
[231] aswell as from the air shower experiments Akeno 1 km2 [226], BASJE-MAS [232], BLANCA [173], CASA-MIA [163], DICE [182], EAS-TOP [233], GAMMA
[234], GRAPES-3 [235], HEGRA [174], KASCADE electrons and muons interpreted with two hadronic interaction models [224], hadrons [236], and a neural
network analysis combining different shower components [237], KASCADE-Grande (prelinimary) [238], MSU [239], Mt. Norikura [240], Tibet AS� [241]
and AS� -III [223], as well as Tunka-25 [176].

3.1. Galactic cosmic rays

Many groups have published results on the all–particle energy spectrum from indirect measurements in the knee
region (⇡1015 eV). The spectra obtained are compiled in Fig. 8. The ordinate has been multiplied by E2.5

0 . The individual
measurements agree within a factor of two in the flux values and a similar shape can be recognized for all experiments
with a knee at energies of about 4 PeV. Also shown are results for the all-particle flux as obtained by direct observations

(b)

Figure 1: The cosmic ray energy spectrum. Panel (a) shows the cosmic ray energy spectrum
measured by direct and indirect detections. The proton flux is shown at low energies. The
structures of the spectrum are indicated but not well visible. In panel (b), one can see the
cosmic ray energy spectrum as observed by different experiments. The flux was multiplied by
a factor E 2.5 in order to enhance the visibility of the structures that are the knee, the second
knee and the ankle [5]. In the panel (b), there was a mistake in the published figure, HERA
was an electron-proton collider.
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Gamma Ray Bursts

T
his chapter is dedicated to Gamma Ray Bursts (GRBs). After an historical introduc-
tion of their discovery, the observational knowledge will be summarised followed by
a brief description of the different theoretical models that have been proposed to ex-

plain these particular objects. Finally the predicted neutrino production from GRBs will be
described.

1.1 A brief history

This story starts in 1967 when the Vela satellites, a US military satellite system looking for
clandestine nuclear tests, made the first observation of a Gamma Ray Burst (GRB) [13]. At
first, this short burst was believed to be a possible sign of an extra-terrestrial civilisation. This
idea was soon abandoned and in 1973, the discovery was made public.

For almost 20 years the science community thought that due to their incredible fluence
emitted over very short time periods (time-integrated energy ≈ 1051 ergs = 1044 J)[14] , GRBs
had a galactic origin. But in 1991, the CGRO (Compton Gamma Ray Observatory) satellite [15]
was launched with the BATSE (Burst And Transient Satellite Experiment) detector [16] on
board as well as three other experiments. The BATSE experiment had a 4π sr field of view,
an energy range from 30 keV to 1.9 MeV and an angular resolution of 2 degrees [16, 17, 18].

The BATSE experiment released the first map of GRBs [17] and revealed the isotropic dis-
tribution of GRBs to the community. This discovery was a strong hint that GRBs were of extra-
galactic origin. However, another possibility was that they were a local phenomenon with
respect to the position of the Earth. The extra-galactic origin was confirmed in 1997 with

5
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the first observation of X-ray afterglow (see Section 1.2.2) by the Beppo-SAX satellite [19] that
led to the first redshift measurement (the precision of Beppo-SAX allowed optical and longer
wavelength follow up observations of the afterglow).

After the success of CGRO, many satellites were used to localise more GRBs with a more
accurate precision and a broader energy range. Some examples are the Konus-Wind exper-
iment on board of the Wind satellite launched in 1994 [20], followed by HETE in 1996 [21],
INTEGRAL in 2002 [22], Swift in 2004 [23] and Fermi in 2008 [24]. Despite all these new ob-
servations, the mystery of the GRB progenitors and of the mechanism of their inner engines
remains unresolved up to today. In the next section, the observational knowledge about GRBs
will be summarised as well as the explanation of the prompt and the afterglow emissions.
Then, the theoretical framework describing GRBs will be outlined and finally the neutrino
production inside the bursts will be discussed.

1.2 GRB observations

The first three characteristics that should be mentioned about GRBs is that they are the bright-
est events in the observable Universe with an energy output of about 1051 ergs (1044 J)[14] on
timescales of seconds to minutes, that they are isotropically distributed and that there is no
standard GRB. All GRBs have a different lightcurve, as can be seen from Fig. 1.11. However,
GRBs are not completely different from each other; they actually have many similarities in
their spectra. The γ-ray emission can last from millisecond to several minutes and is followed
by an afterglow emission in the X-ray, optical and radio frequencies, up to several years after
the burst [13].

1.2.1 Prompt emission

The prompt emission is the heart of the GRB, the actual time of the γ-ray emission which
can last up to 1000 seconds. The γ-ray emission usually comes with an accompanying X-ray
emission [14]. In the case of weak γ-rays, the GRB is called an X-ray flash (XRF).

Theγ-ray spectrum produced by GRBs is non-thermal. In most cases, it can be empirically
fit by two power laws smoothly joined at a break energy (Ebr eak ). This function, called the
Band function [25], can be written as

NE (E) =
A

( E
100 keV

)α
exp

(
− E

Ebr eak

)
, for E ≤ (α−β)Ebr eak ;

A
[

(α−β)Ebr eak
100 keV

](α−β) ( E
100 keV

)β
exp(β−α), for E ≥ (α−β)Ebr eak ,

(1.1)

where A is a scaling parameter. For α≈−1 and β≈−2 , the Band function can describe most
of the GRB spectra.

1Image obtained from http://heasarc.gsfc.nasa.gov/docs/cgro/images/epo/gallery/grbs/.

http://heasarc.gsfc.nasa.gov/docs/cgro/images/epo/gallery/grbs/
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Figure 1.1: Lightcurves of GRBs observed with the satellite CGRO. The uniqueness of all GRB
spectra can be observed as well as their variabilities.
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A large amount of bursts show a variable time structure during the prompt emission as
shown in Fig. 1.1. These structures appear on a significantly shorter time scale than the du-
ration of the burst. Such structures, which can be interpreted as subsequent pulses, have
interesting properties. These properties are present in most bursts and they are the similari-
ties mentioned before. First of all, the width of pulses of a given amplitude is constant in time
during the γ-ray emission. For example, if one classifies the pulses according to their inten-
sity, the average width of the brighter pulses will not evolve during the GRB and the same is
true for the average width of the dimmer ones. However, on average, the dimmer pulses will
be wider than the brighter ones [26].

Another interesting feature of these pulses can easily be seen from the BATSE results. The
BATSE instruments had different channels corresponding to different energies [16]. The emis-
sion observed in the low energy channels was delayed with respect to the high energy chan-
nels. This spectral lag between low and high energy pulses was found to be anti-correlated
with the luminosity of the GRB (longer lag implies lower luminosity) [27]. This allowed to
deduce a GRB luminosity even if the redshift could not be measured [27]. Another method
based on the variability of the time structure (defined differently by different authors) gives a
variability-luminosity relation that can also be used to infer luminosity without redshift [28].

As will be shown in Section 1.3.2, the pulse structure is an indication for an internal shock
mechanism where several shells of dense plasma are colliding into each other. The width of
the pulses would then be linked to the size of the colliding shells [26].

To measure the duration of the γ-ray emission the T90 value is often used. T90 is defined
as the time between 5% and 95% of the total measured fluence (time integrated flux) during
the GRB [29]. A distribution of T90 is shown in Fig. 1.2. One can observe from this figure that
the T90 distribution is bimodal. There are two maxima corresponding to two superimposed
distributions. The bursts that contribute to the first distribution are called short bursts (< 2 s)
and the bursts contained in the other distribution are called long bursts (> 2 s) [29].

The duration is not the only difference between long and short GRBs. The short GRBs
tend to be more energetic than the long ones [29], as can be seen in Fig. 1.3. The short bursts
were first believed to have the same origin as the long ones. However, this idea was rejected
because of several differences between the two types of GRBs. More than the overall time
and spectral differences, their temporal structures are also distinct. The distributions of pulse
width and number of pulses per burst are different between short and long GRBs strengthen-
ing the idea of two different populations. However, it was found that short bursts show similar
spectral and temporal structures as the two first seconds of the long ones indicating a possible
common inner engine [31].

The question of the possible common origin of the short and long GRBs is far from obvious
when considering only the prompt emission. The difference between these two populations
and their different progenitors becomes stronger once we compare their afterglow emissions.
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Figure 3. Comparison of the T90 distributions observed with differ-
ent instruments. The data from HETE-2/FREGATE, BeppoSAX/GRBM,
CGRO/BATSE, Swift/BAT, and INTEGRAL/SPI-ACS are taken from
Pélangeon et al. (2008), Frontera et al. (2009), Paciesas et al. (1999), Sakamoto
et al. (2011), and Savchenko et al. (2012), respectively. The vertical dotted line
marks T90 = 2 s. The fits to the distributions with two Gaussian functions or
one Gaussian function are also shown.
(A color version of this figure is available in the online journal.)

Figure 4. Hardness ratio defined as the fluence in the 100–350 keV band to that
in the 50–100 keV band as a function of T90 for GBM (dark) and BATSE (gray)
GRBs, e.g., Qin et al. (2000).
(A color version of this figure is available in the online journal.)

versus Swift/BAT (15–150 keV), 50–100 keV band versus
BeppoSAX/GRBM (40–700 keV), and 100–350 band versus
CGRO/BATSE (25–2000 keV). We also try to fit the T90
distributions with the two log-normal component model. Similar
results to those shown in Figure 3 are obtained. The most
significant bimodal T90 distribution is seen in the 100–350 keV
band. We examine the bimodal feature in the T90 distributions
of these energy bands using the KMM algorithm and our
results are also reported in Table 2. It is found that the
bimodal hypothesis is rejected for the T90 distributions in the
8–15 and 15–25 keV bands, similar to that observed with
HETE-2/FREGATE. The hypothesis is marginally acceptable
in the 25–50 and 350–1000 keV energy bands, and confidently
accepted in the 50–100 and 100–350 keV bands. We note that
BATSE is sensitive in the 50–350 keV band and conclude that
the BATSE observation is consistent with the GBM observation
in the 50–350 keV band, similar to that shown in Figure 4.

We compare the T90 in the 8–1000 keV band with that in the
sub-energy bands in Figure 6. We still adopt T90 = 2 s in the
8–1000 keV band as the division line to classify LGRBs and
SGRBs. We find that some SGRBs in the 8–1000 keV band
move to the LGRB group in softer bands. We investigate the
energy dependence of T90 for LGRBs only, since the SGRB
sample is too small to give a robust statistical result. The
typical value of T̄90 and its error ∆ log T90 for a given energy
band are derived from a Gaussian fit to the log T90 distribution.
Figure 7 shows T̄90 as a function of the central value of the
energy band. A clear correlation is found, and the best linear
fit gives T̄90 ∝ E−0.20 ± 0.02. Note that the slopes are shallower
than those observed in bright GRBs as reported by Richardson
et al. (1996) and Bissaldi et al. (2011), who found T̄90 ∝ E−0.4.
This may be caused by a sample selection effect. A power-
law index ∼0.2–0.3 has also been reported in the literature for
the energy dependence of GRB durations and pulse durations
in some GRBs (e.g., Fenimore et al. 1995; Norris et al. 2005;
Liang et al. 2006a, 2006b; Zhang 2008).

5. EXTENDED CENTRAL ENGINE ACTIVITY TIME IN
THE X-RAY AND OPTICAL BANDS

As shown above, the burst duration is energy dependent and
the bimodal T90 distribution may be due to an instrumental

5

Figure 1.2: T90 distribution from Integral and Fermi GBM [30]. The distribution is bimodal
indicating two different contributions arising from short and long GRBs.

The optical afterglow of the short g-ray burst
GRB 050709
Jens Hjorth1, Darach Watson1, Johan P. U. Fynbo1, Paul A. Price2, Brian L. Jensen1, Uffe G. Jørgensen1,
Daniel Kubas3, Javier Gorosabel4, Páll Jakobsson1, Jesper Sollerman1,5, Kristian Pedersen1

& Chryssa Kouveliotou6

It has long been known that there are two classes1 of g-ray bursts
(GRBs), mainly distinguished by their durations. The break-
through in our understanding of long-duration GRBs (those
lasting more than ,2 s), which ultimately linked them with
energetic type Ic supernovae2–4, came from the discovery of their
long-lived X-ray5 and optical6,7 ‘afterglows’, when precise and
rapid localizations of the sources could finally be obtained.
X-ray localizations have recently become available8,9 for short
(duration <2 s) GRBs, which have evaded optical detection for
more than 30 years. Here we report the first discovery of transient
optical emission (R-band magnitude,23) associated with a short
burst: GRB 050709. The optical afterglow was localized with
subarcsecond accuracy, and lies in the outskirts of a blue dwarf
galaxy. The optical and X-ray10 afterglow properties 34 h after the
GRB are reminiscent of the afterglows of long GRBs, which are
attributable to synchrotron emission from ultrarelativistic ejecta.
We did not, however, detect a supernova, as found in most nearby
long GRB afterglows, which suggests a different origin for the
short GRBs.
NASA’s High Energy Transient Explorer, HETE-2, detected

GRB 050709 at 22:36:37 UTon 9 July 2005 (ref. 9). The burst consisted
of a single hard g-ray pulse only 70ms long, with peak energy of
83 keV, followed ,30 s later by fainter and softer emission from the
same location, detected only at energies below 10 keVand lasting for
about 2min. This later component, speculated to be due to afterglow
emission9, allowed HETE-2’s Soft X-ray Camera (SXC) to obtain a
source location with an 81-arcsec error radius.
The properties of GRB 050709 place it firmly in the elusive short

GRB population, as observed1 by the Burst And Transient Source
Experiment (BATSE). The first, hard pulse was shorter than most
BATSE short-hard GRBs and had a peak energy and spectral slope
consistent with the short-hard distribution1,9,11 (Fig. 1). However, the
second pulse of faint, soft X-ray emission, observed only by
SXC, would not have been detectable with the BATSE Large Area
Detectors, which had a low energy threshold of ,30 keV. Thus the
entire event would have been classified as a short GRB in the BATSE
sample. Moreover, we note that statistical studies that summed the
background-subtracted signals of large numbers of BATSE bursts
have also shown long-lasting (hundreds of seconds) fainter emission
following the main event12,13.
We observed the SXC error circle of GRB 050709 with the Danish

1.5-m telescope at the La Silla Observatory starting 33 h after the
event, and obtained images in good observing conditions over the
following 18 days (Table 1).We used point-spread-function-matched
image subtraction14 and established the existence of a single transient

source inside the error circle positionally coincident with an X-ray
source10 observed with the Chandra X-ray Observatory (CXO)
(Fig. 2). The point source is positioned at right ascension
a2000 ¼ 23 h 01min 26.957 s, declination d2000 ¼ 2388 58 0 39.76 00 ,
with an error of 0.25 arcsec, and sits on the edge of an extended
source, apparently the host galaxy of the burst. Moreover, the source
faded with a decay index (f n / t a; where f n is the flux density and t
is time) of a ¼ 21.33 ^ 0.45 (Fig. 3), similar to the behaviour of
afterglow emission from long GRBs. We therefore conclude that this
source is the optical counterpart to the short GRB 050709. The

LETTERS

Figure 1 | The classic BATSE duration–spectral hardness diagram1.
GRB 050709 (large filled diamond) is clearly among the shortest GRBs,more
than an order of magnitude below the canonical 2 s divide between long and
short bursts. The burst is also among the softer short GRBs. This fact is
probably an instrumental bias effect related to the soft response function of
HETE-2’s WXM, which is sensitive in the 2–25 keV bandpass (compared to
BATSE’s nominal trigger range between 50 and 300 keV). Indeed, most long
GRBs localized by WXM have soft spectra—the 90% limits for the hardness
ratios (HRs) of a sample of 50 long FREGATE/WXM detected GRBs are
plotted as dashed lines. The HETE-2 hardness ratios were converted to the
BATSE spectral 50–100 keV (channel 2) and 100–300 keV (channel 3) bands
assuming a simple power-law model. The only short GRB rapidly localized
so far by the Swift-XRT, GRB 050509B, is plotted for comparison. The
hardness ratio for GRB 050709 was derived from an exponentially cut-off
power-law model fit to the data from the short, hard pulse9. (The long, soft
component that could not have been detected by BATSE is not considered.)
Error bars are 68% confidence limits.

1Dark Cosmology Centre, Niels Bohr Institute, University of Copenhagen, Juliane Maries Vej, DK-2100 Copenhagen Ø, Denmark. 2Institute for Astronomy, University of Hawaii,
2680 Woodlawn Drive, Honolulu, Hawaii 96822, USA. 3ESO Santiago, Casilla 19001, Santiago 19, Chile. 4Instituto de Astrofisica de Andalucı́a (IAA-CSIC), PO Box 3004,
E-18080 Granada, Spain. 5Department of Astronomy, Stockholm University, AlbaNova, 106 91 Stockholm, Sweden. 6NASA/Marshall Space Flight Center, National Space Science
Technology Center, XD-12, 320 Sparkman Drive, Huntsville, Alabama 35805, USA.
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Figure 1.3: T90 vs the hardness ratio. The long and short GRB populations are well separated
in time and in energy.[32].
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1.2.2 Afterglow emission

The afterglow arises at the end of the γ-ray emission. It is first dominated by X-rays, up to
several hours after the burst. Then the electromagnetic radiation moves to optical, infra-red
(IR) and finally radio wavelength. In some cases, optical flashes were also observed during
the prompt phase. In such a case, the optical light is not to be regarded as the low energy tail
of the γ-ray emission [14].

The majority of the well localised GRBs has an IR or optical afterglow. If no optical af-
terglow is detected, the burst is called a dark GRB. These phenomena could be a different
class of GRBs but it now seems that they originate from dustier galaxies where the light is
absorbed [33].

An interesting property of the afterglow is the absence of correlation with the promptγ-ray
emission. When one tries to extrapolate backwards the X-ray component of the afterglow, the
produced spectrum does not fit the γ-ray emission of the prompt phase [14]. This indicates
that the prompt emission and the afterglow would come from different mechanisms as we
will discuss in Section 1.3.2.

The detection of the GRB afterglow is essential because it allows to measure the redshift
of the GRB as well as to identify its host galaxy. Until 2005, it was believed that short GRBs
had no afterglow. The discovery of the optical afterglow of GRB0507092 allowed to define the
characteristics of a short GRB afterglow as well as to identify the emission site of the burst [32].

A first difference between long and short GRB afterglows was observed in the X-ray after-
glow that was found to be much weaker for short bursts than a typical one from long bursts.
Furthermore, unlike many long GRBs, there have been no supernovae type Ic found in vicinity
of short GRBs (see [34] for a review of supernova types). When combining these differences
between long and short GRBs with those already noticed during the prompt phase, it appears
that the two types of bursts are likely to originate from different progenitors.

The detection of radio afterglows has also led to interesting conclusions. The radio
lightcurve can be used to infer the size of the GRB up to four weeks after the burst [14]. The
size is of the order of 0.01 pc. This measurement provides a proof of the relativistic nature of
the ejecta [35] and due to the relativistic nature of the outflow, it is very likely that the ejecta
of GRBs are beamed. In this case, only a fraction of all the GRBs would be observable namely
those where the jets point toward us. During the afterglow, the outflow loses energy and the
ejecta become less and less relativistic. As a consequence, the late afterglow should not be
beamed anymore and thus should be observable from anywhere. In this case, one should be
able to observe an orphan afterglow i.e. an afterglow without prompt emission.

2The name of GRBs depends on the date of their discovery. For instance, GRB050709 was observed the 9th of
July 2005. In the case where several GRBs are discovered the same day, a letter (A, B, ...) distinguishes them.
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1.3 Acceleration mechanisms

1.3.1 Fermi acceleration

Before describing what happens to the accelerated particles during the prompt emission and
the afterglow, it is interesting to describe the mechanism capable of accelerating particles to
such high energies. The Fermi mechanism was introduced in the 1940’s [36] and is said to

be of second order because it depends on β2 = (V
c

)2
, where V is the velocity of a gas cloud

as shown in Fig. 1.4. This dependence reduces the efficiency of the mechanism, especially
for V << c. A first order acceleration mechanism (∝ β) was worked out later (see [37] for a
historical review). The first order mechanism is used to describe the acceleration in GRBs.

V

v

θ

Figure 1.4: Interaction of a charged particle with a cloud of plasma. This situation leads to the
second order Fermi acceleration (the original theory). The probability of interaction in this
case where θ = π

2 is proportional to the velocity of the particle v .

In order to introduce the idea behind the first order Fermi acceleration, we will consider a
simplified approach that calculates the energy gain of one particle that crosses a shock several
times. A more rigorous treatment can be found in [37]. Such a shock is formed when a dense
plasma moves toward a plasma of lower density. The denser plasma located behind the shock
belongs to the downstream region and the plasma of lower density that did not encounter the
shock yet belongs to the upstream region. More details about the formation of shocks will be
given in Section 1.3.2.

Following the calculation performed in [38], we consider in the upstream rest frame, as
shown in Fig. 1.5(a), a particle with energy E1 and momentum P1 = E1

c . Given the high energy
of the particles, their mass can be neglected. After the shock interaction the particle has an
energy E2 and a momentum P2 = E2

c .
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V

Downstream Upstream
E2

E1

θ2

θ1
VP

(a) Upstream rest frame

Downstream Upstream

U1 =VU2 =V −VP

(b) Shock rest frame

Figure 1.5: Interaction of a particle with the shock, seen from the upstream rest frame (a) and
velocities of the upstream and downstream region in the shock rest frame (b). The particle
gains energy by interacting with the plasma on the other side of the shock.

In the downstream rest frame (labelled with a prime):

E ′
1 = γE1(1−βcosθ1) where β= U1 −U2

c
= Vp

c
and γ= 1√

1−β2
, (1.2)

where U1 (resp. U2) is the velocity of the upstream (resp. downstream) plasma in the shock
rest frame and VP and V are respectively the velocities of the downstream plasma and the
shock in the frame where the upstream plasma is at rest. In this upstream rest frame:

E2 = γE ′
2(1+βcosθ′2) . (1.3)

In the downstream rest frame, the particle has the same energy when entering and leaving
(due to collisionless scattering), which means that E ′

1 = E ′
2. Hence, the gain of energy is

∆E

E
= E2 −E1

E1
(1.4)

=
γE ′

2(1+βcosθ′2)− E ′
1

γ(1−βcosθ1)

E ′
1

γ(1−βcosθ1)

(1.5)

= γ2(1+βcosθ′2)(1−βcosθ1)−1 (1.6)

= (1+βcosθ′2 −βcosθ1 −β2 cosθ1 cosθ′2)

1−β2
−1 (1.7)

= β2 +βcosθ′2 −βcosθ1 −β2 cosθ1 cosθ′2
1−β2

. (1.8)

(1.9)
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We must now average over the values of θ1 and θ′2. The probability for a particle to interact
is proportional to the rate of particles crossing the shock at an angle θ1. In the case of the
second order acceleration, one considers the interaction with a cloud of plasma moving at
velocity V . The interaction rate for a particle moving at velocity v is then proportional to
v −V cosθ, where θ is the angle between~v and ~V . This gives a probability per unit solid angle
or equivalently per infinitesimal change of cosθ:

dP

d cosθ
∝ 1−βcosθ for θ ∈ [0,π] . (1.10)

In the case of a shock (first order acceleration), this probability transforms to

dP

d cosθ
∝ cosθ+β for θ ∈ [0,

π

2
] . (1.11)

This is due to the fact that for a particle interacting with a plasma on one side of the shock, the
plasma on the other side of the shock moves toward it whatever the angle θ is. For example,
if θ = π

2 , the probability of interaction is proportional to the speed of the downstream plasma.
This is different in the case of the cloud where θ = π

2 corresponds to a particle moving toward
a cloud with a velocity perpendicular to the velocity of the cloud (see Fig. 1.4). The probability
of interaction in that case is proportional to the velocity of the particle and not to the one of
the cloud.

The average of cosθ1 can then be written:

< cosθ1 > =
∫

cosθ1
dP

d cosθd cosθ1∫ dP
d cosθd cosθ1

(1.12)

=
∫

cos2θ1 sinθdθ+β∫
cosθ1 sinθ1dθ1∫

cosθ1 sinθ1dθ1 +β
∫

sinθ1dθ1
(1.13)

= −1
3 (cos3(π2 )−cos3(0))−β1

2 (cos2(π2 )−cos2(0))

−1
2 (cos2(π2 )−cos2(0))−β(cos(π2 )−cos2(0))

(1.14)

=
1
3 −

β
2

1
2 −β

. (1.15)

In the case of a non relativistic shock (i.e. β << 1), < cosθ1 >≈ 2
3 . A similar argumentation

yields < cosθ′2 >=−2
3 so that we finally obtain

<∆E >
E

∼ 4

3
β= 4

3

U1 −U2

c
. (1.16)

In the case of second order acceleration, < cosθ1 >= −β
3 and < cosθ′2 >= 0 because the

direction of the particle leaving the cloud is random from the cloud rest frame. Thus we have
<∆E>

E ≈ 4
3β

2 yielding to a much less efficient acceleration.
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Another way to calculate the gain of energy for a particle after crossing the shock is to
consider the gain in momentum by the fact that the magnitude of momentum is unchanged
when crossing the shock in the shock rest frame and then by changing to the downstream rest
frame [39]. A third way explained in [37] starts with the plasma diffusion equation and calcu-
lates the gain in momentum by crossing the shock without involving any change of reference
frame. Following these two alternative procedures, one arrives at the result that the change
in momentum when crossing the shock for a particle with momentum p and velocity v , in
the case of an upstream plasma moving with a velocity U1 and a downstream plasma moving
with a velocity U2 (in the shock rest frame, see Fig. 1.5(b)) is

2

3

p

v
(U1 −U2) . (1.17)

The above result is valid for a particle moving from upstream to downstream and from down-
stream to upstream. This is due to the fact that the plasma on one side of the shock always
sees the plasma on the other side of the shock coming toward it. This is why the shock accel-
eration is so efficient.

Following this framework, assuming that the particle moves relativistically and crosses the
shock twice, the gain in momentum or equivalently in energy (using p ≈ E/c) becomes iden-
tical to the previous result in Eq. (1.16). The calculation presented above is a simplification
whose purpose is to understand the physics behind the shock acceleration mechanism. In a
realistic calculation, one has to take into account that the magnetic field is not always parallel
to the plasma velocity nor to the normal of the shock. This difference of direction between
the flow velocity and the magnetic field introduces an extra acceleration due to the induced
electric field. Such an acceleration is called shock drift acceleration [37].

In the shock rest frame, the plasma on both side of the shock moves toward the down-
stream region as shown in Fig. 1.5(b). This causes particles to escape the shock region. How-
ever, due to the surrounding magnetic field, particles might rotate around the shock such that
they cross it several times gaining energy at each crossing. Every time the particle returns to
the downstream region it can either escape or return to the shock. At a given energy depend-
ing on the magnetic field strength, the gyro-radius associated to the particle becomes to large
for the particle to remain in the acceleration site and it escapes [37, 39, 38].

Following closely [38], we will calculate the energy spectrum of the particle accelerated
through the shock mechanism. The energy of a particle having an initial energy E0 before the
shock interaction, becomes after crossing m times the shock

E = E0

(
1+ <∆E >

E

)m

. (1.18)

From this, one can determine m, being the number of times a particle has to cross the shock
in order to have an energy E starting from an energy E0 is

m =
ln

(
E
E0

)
ln

(
1+ <∆E>

E

) . (1.19)
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The number of particles with an energy greater than E is proportional to the probability
of returning to the shock (which is one minus the probability of escaping the shock), so we
obtain

N (> E) ∝ [
1−P (escape)

]m . (1.20)

This leads to

ln N (> E) = B − (Γ−1)lnE (1.21)

where

Γ=
(

1− ln
[
1−P (escape)

]
ln

(
1+ <∆E>

E

) )
(1.22)

and B is a constant.
Γ can be expressed in terms of the compression ratio for a strong non-relativistic shock

R = U1
U2

[38]. This yields

Γ≈ R +2

R −1
. (1.23)

Hence

N (> E) ∝ E−(Γ−1) and
d N

dE
∝ E−Γ . (1.24)

In the case of a strong shock, R = 4 [38, 40], which leads to

d N

dE
∝ E−2 . (1.25)

This is the main result of the first order Fermi acceleration. In the case of GRBs, the shocks
are likely relativistic and though the main idea remains the same, the final result is slightly
different. In many cases, numerical simulations are performed in order to take into account
as many effect as possible. An example is given in [38] where the final spectral index is not
-2 but -2.25. Despite this variation of the spectral index, we will see in Section 1.4 that mod-
els predicting neutrino production in GRBs assume that the Fermi acceleration gives an E−2

spectrum.
In the case of cosmic rays, as explained in the Introduction, the observed spectrum is E−2.7

which is different from E−2 or E−2.25. This difference is due to the propagation of cosmic rays
in the Universe which is energy dependent [38].

1.3.2 Prompt emission and Afterglow

The dominant picture that describes what happens in a GRB is the phenomenological model
of the fireball [14]. Because of the short time structures appearing in the lightcurve, it is be-
lieved that GRBs originate from a small compact object. The smallness of the progenitor has
an influence on the optical depth. Indeed, the optical depth τopt can be expressed as a num-
ber of interactions in terms of the luminosity of the GRB Lγ, the size of the progenitor R0 and
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the energy of the γ-ray Eγ [13]:

τopt ∼ 1015
(

Lγ
1052 erg/s

)(
100 km

R0

)(
1 MeV

Eγ

)
. (1.26)

With such an expression for τopt , the medium is optically thick because of pair production
processes. Powered by the radiation pressure, the fireball will expand to relativistic velocities
until it becomes transparent to radiation. Indeed, if the expansion was not relativistic, given
the energy of the photons we observe, the medium will remain optically thick and we would
observe a blackbody spectrum in contradiction with observations. However, if the photon
outflow comes towards us at relativistic energies, the photons will be blueshifted. That im-
plies that the photons at the source have lower energies. The requirement of an optically
thin medium sets a lower limit on the Lorentz boost factor Γ ∼ 100 [14]. The relativistic ex-
pansion of the fireball is confirmed by the radio observation of the afterglow as explained in
Section 1.2.2.

Following this picture, the non-thermal spectrum is created by the dissipation of the kine-
matic energy of the relativistic expanding fireball through shocks after the medium becomes
optically thin [41]. A way to visualise what happens is to imagine that the progenitor ejects
dense shells of plasma followed by the emission of a thinner plasma [13]. The moving shells
become multiple shock fronts. Two types of shocks are expected. The internal shocks occur
when a shell catches up with another one moving at a lower velocity. This is believed to pro-
duce the prompt emission. On the other hand, external shocks that occur when the shells are
slowed down by the interstellar medium (ISM) could be responsible for the afterglow.

The high variability of GRBs can be explained in several ways. One of the scenarios as-
sumes that only external shocks occur. In such a case the temporal structure of GRBs arises
from the interaction between the ejecta with inhomogeneities of the ISM. However, this re-
quires certain assumptions for these inhomogeneities that are difficult to meet [42]. Another
possibility that seems more likely involves internal shocks. During internal shocks, the radia-
tion produced by all the accelerated shells of plasma is disturbed by the collisions of the shells
happening when a faster one catches up with a slower one.

In this picture, the width of the pulses that arise in the temporal structure is related to
the thickness of the colliding shells [26]. Internal shocks are the direct consequence of the
variability of the inner engine. Hence the temporal structure of GRBs reflects the variability of
the source [42, 14]. The assumption that the short structures arising in GRB spectra is caused
by internal shocks has been confirmed by numerical simulations [26]. In these simulations
one needs to restrict the Lorentz boost factor in order to reproduce the observed power law
spectrum. This limit gives a maximum Γ∼ 1000[26]. Hence Γ ∈ [∼ 100, ∼ 1000].

Once the shells interact with the ISM and produce the external shocks, a reverse shock ap-
pears, going back towards the progenitor[43, 14]. Consequently, one can divide the different
regions around the burst into 4 parts, as shown in Fig. 1.6. Region 4 corresponds to the ISM
before the forward shock occurs. Region 3 is the shocked matter after the forward shock. Re-
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gion 2 corresponds to the shocked matter that has been re-shocked by the reverse shock and
region 1 is the region where only the internal shocks occur.

•

1 2 3 4

ISM

forward
shockreverse

shockinternal
shock

Figure 1.6: View of the 4 regions described in the text.

The γ-rays are expected to come from internal shocks and early forward shocks. They
could be produced by synchrotron radiation of accelerated electrons and reach TeV ener-
gies by inverse Compton scattering with the high-energy electrons [14]. According to some
models, the internal shocks might also contribute to larger wavelength emission like opti-
cal flashes [44]. When the reverse shocks happen, the Lorentz boost factor has already been
reduced because of the interaction between the accelerated plasma and the ISM. Depend-
ing on the model, the reverse shock could contribute to all wavelengths from X-ray to ra-
dio [14, 45, 44]. According to the observation in several wavelengths from GRB130427A [43],
the reverse shock emission dominates first in UV, optical and IR and later in radio and the
forward shock emission dominates first in X-ray and later in UV, optical and IR.

The fireball model allows to reproduce most of the observational data from GRBs [14].
However, many aspects remain unclear. The biggest uncertainties in the model come from
the value of the Lorentz boost factor Γ and from the baryonic loading being the amount of
energy given to protons over the amount of energy given to electrons and γ-rays.

1.3.3 Possible progenitors

As explained in Section 1.2.2, long and short GRBs are expected to come from different pro-
genitors. Long GRBs are often observed in galaxies with a high star formation rate (SFR) [14].
They are often found in the vicinity of a supernova type Ib or Ic indicating that long GRBs
could come from the collapse of very massive stars into black holes [41]. In this so called col-
lapsar model [14], the core of a star of ∼ 30M¯ collapses resulting in a hypernova in which
a black hole arises from the collapse and an accretion disc appears. The fireball would be
produced by the transformation of gravitational energy into kinetic energy [13, 14].
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The short bursts are localised in galaxies with many types of SFR. Unlike long bursts there
is no evidence of supernovae related to them. The general belief is that short GRBs occur from
the merger of two compact objects such as two neutron stars or of a neutron star and a black
hole.

1.4 Neutrino production

Neutrinos with various energies are expected to be produced in GRBs. In supernovae, nearly
all of the energy is carried away by thermal neutrinos of energies around 10 MeV. In the case
of GRBs, these thermal neutrinos can be expected around energies of ∼ 100 MeV [13]. In the
case of a significant proton density, neutrinos of GeV to tens of GeV energy could be produced
by proton-proton or proton-neutron interactions [46, 40]. When the proton energy increases
over 106 GeV, the dominant process for neutrino production becomes the proton-photon in-
teractions [47]. Higher energy neutrinos are expected from such interactions between accel-
erated protons and high-energy photons.

Of course this possibility requires that protons are present in the fireball (hadronic model).
This is likely to happen if GRBs are coming from the collapse of a massive star or from the
merger of neutron stars. As such, in this thesis, we intend to search for related high-energy
neutrino production and use this neutrino signal as a unique proof for associated hadronic
processes.

1.4.1 high-energy neutrinos

The general idea for the production of high-energy neutrinos (>1 TeV) is the interaction be-
tween shock accelerated protons (> 1016 eV) and γ-rays. As explained in Section 1.3.2, γ-rays
would reach their energy by inverse Compton scattering on the shock accelerated electrons.
The neutrino production would be efficient because of the formation of the ∆ resonance. A
∆+ baryon is formed of two up and one down quarks and its mass is about 1232 MeV/c2. The
total process is

pγ→∆+ →
{

nπ+

pπ0
(1.27)

π+ →µ++νµ→ e++νe + ν̄µ+νµ (1.28)

π0 → γγ (1.29)

where p is a proton and n a neutron. This mechanism is sketched in the left part of Fig. 1.7.
The neutrinos produced by this mechanism would have an energy up to ∼ 100 TeV [13, 48].
The photons arising from the decay of the neutral pions would reach energies up to PeV and
they would contribute to the observed γ-rays of the prompt emission (≈ MeV-GeV).

So far, no PeV photon has been detected because at these energies photons efficiently
interact with other photons creating e+ e− pairs. Interactions with electrons from the jet will
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also contribute to degrade their energy. Moreover, the PeV photons that will manage to escape
the bursts will interact with the photons of the extra-galactic background light (EBL) before
they can reach the Earth (the photon mean free path distance at 1 PeV is ≈ 10 kpc) [49]. This
is a strong argument in favor of the neutrinos as a unique tool to investigate these processes.
They are not deviated by magnetic fields unlike protons and they do not suffer from a cut off
in their spectrum in PeV energies unlike photons. Neutrinos are also the only messengers
that can directly convey information about the inner engine of GRBs because they can be
created very close to the engine and travel to us without being affected in any way during
their journey.

Though there is a general agreement on the global mechanism described above, many
different methods to calculate the neutrino flux from GRBs have been proposed. The models
can be divided in two categories depending on their assumptions about the Ultra High Energy
Cosmic Rays (UHECRs): (i) the UHECRs are mainly produced in GRBs and (ii) only a part of
the UHECRs is produced in GRBs.

The idea that GRBs would produce the UHECRs comes from two observations. First, the
GRBs (as well as the Active Galactic Nuclei) are amongst the most energetic events in the
Universe, so it is in these objects that one could expect the highest energy cosmic rays [38].
Second, the protons accelerated through the Fermi mechanism follow a power law spectrum
which is also the shape (though it is a different index due to propagation effects) of the UHECR
spectrum.

In the first category, the neutrino spectrum can be normalised with the UHECR spectrum.
Before the stringent neutrino limit set by ICECUBE [50], models generally assumed that the
amount of energy given to protons in the fireball was of the same order as the amount of
energy given to electrons [48] (i.e. the baryonic loading f −1

e ∈ [1,10]). A large set of parameters
is critical for the neutrino production. The three main ones are the baryonic loading, the
Lorentz boost factor and the amount of baryonic energy given to pions (assumed ≈ 20%) [51].

Another type of model where protons are magnetically confined in the fireball has also
been proposed [52, 53]. In this model, neutrons coming from the primary proton interactions
and which are produced together with the pions, escape the fireball and decay into the pro-
tons producing the UHECRs. This model is represented in the right part of Fig. 1.7. The main
interest of this model is that it links directly the neutrino flux with the UHECR flux because
neutrinos and cosmic rays come from the same proton-photon interaction. This allows to
calculate the neutrino flux without using any assumption about the fraction of protons that
initiate neutrino production.

In the second category, one uses the γ-ray spectrum to normalise the neutrino one. This
has the advantage of allowing a calculation of the neutrino flux per GRB and not for the en-
tire GRB population [54]. However, this model requires an extra assumption. As in the first
category, the baryonic loading is assumed between 1 and 10 but one has also to assume that
the amount of energy given to protons is of the same order as the amount of energy given to
photons. For models from the first category, this assumption can be justified because the total
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Figure 1.7: Schematic representation of the fireball model. The general idea of the fireball
model where proton-photon interactions give high-energy photons and neutrinos is shown
on the left. The protons that did not interact escape and become the UHECR. A variant of
the fireball model where charged particles are trapped in the magnetic field (neutron escape
model) is sketched on the right. In this alternative model, only the neutrons can escape form-
ing the UHECR by decaying to protons.

energy carried by the extra-galactic cosmic rays is comparable to the total GRB γ-ray fluence.

1.4.2 Model constraints

Due to the recent results from ICECUBE [50], the fireball models have been updated with
more precise calculations (often numerical) taking into account other processes than the ∆
resonance [55]. The value of several parameters like the Lorentz boost factor, the baryonic
loading or the amount of baryonic energy given to the pion have been modified to accommo-
date the observed data. The information of cosmic-ray data, γ-ray observations and neutrino
limits has been combined in order to restrict the value of several parameters of the fireball
model [51]. This study ruled out the neutron escape model (mainly due to the ICECUBE limit)
and states the necessity of a baryonic loading above the standard value of 10 if one wants to
keep the GRBs as main sources of UHECRs.

It is important to remark that the ICECUBE limits concern only neutrinos that would be
emitted during the prompt phase. However neutrinos can be expected at three different time
scales[47]. They are mainly expected to come at the time of the prompt emission but one
can also expect neutrinos from the afterglow and even before the burst. During the afterglow,
interactions between protons and UV photons from the reverse shock could produce high-
energy neutrinos (≈ EeV) [41]. If neutrinos are produced when the fireball is still opaque
to photons, they would be detected before the γ-rays. Such neutrinos are named precursor
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neutrinos. Since no limit was set by ICECUBE on precursor or afterglow neutrinos, there are
only few constraints on the neutrino emission from these phases.

For completeness, it is useful to mention that hadronic models are not the only possibility.
Leptonic models also exist where the fireball is mainly composed of electrons. In this case, no
neutrinos are expected (an example is [56]).

The observation of high-energy neutrinos from GRBs would confirm that hadronic in-
teractions take place in these extraordinary explosions. The spectrum and the flux of these
neutrinos would confirm or reject the hypothesis that the GRBs are (one of the) sources of
UHECRs. Finally, such a neutrino observation would help us understanding what is the inner
engine of GRBs and how the observed γ-rays are produced.

The detection of high-energy neutrinos is only possible in a detector sufficiently large in
volume such that the interaction rate becomes sufficiently large to allow for a discovery. Such
a detector has been built in Antarctica by the ICECUBE collaboration. The following chapter
will explain in detail the ICECUBE Observatory from its construction to its operation.





2
The ICECUBE Neutrino
Observatory

I
n this chapter, we will focus on the ICECUBE detector. After a short overview of the detec-
tor, the principle of neutrino detection will be explained as well as the possible signatures
generated by the different neutrino interactions. This part will be followed by the de-

scription of the hardware used in ICECUBE from the design of the optical module to the data
sent to the Northern Hemisphere from the ICECUBE Laboratory at the surface. Then, the first
background rejection methods from the triggers and the filters will be presented and finally,
the properties of the South Pole ice, which are essential for the event reconstruction, will be
discussed.

2.1 Overview

The first attempt to build a large scale Cherenkov detector was performed in water with the
Deep Underwater Muon and Neutrino Detector (DUMAND) located close to Hawaii [57]. This
attempt was not successful but other (smaller) experiments did achieve interesting results.
One of these experiments was the Antarctic Muon and Neutrino Detector Array (AMANDA)
which started in 1993. Once completed, AMANDA consisted of 667 optical modules (light de-
tectors) deployed in the South Pole ice [58]. The construction ended in 2000 and the detector
was in operation until 2009.

ICECUBE is the successor of AMANDA. It is a kilometer cube detector buried in the Antarc-

23
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particles produced when neutrinos interact with nuclei inside or near the detector (11). After a two-
decade-long effort, building the Deep Underwater Muon and Neutrino Detector (DUMAND) in
the sea off the main island of Hawaii unfortunately failed (12). However, DUMAND pioneered
many of the detector technologies in use today and inspired the deployment of a smaller instrument
in Lake Baikal (13), as well as efforts to commission neutrino telescopes in the Mediterranean
(14–16). These have paved the way toward the planned construction of KM3NeT (16).

The first telescope on the scale envisaged by the DUMAND Collaboration was realized instead
by transforming a large volume of deep Antarctic ice into a particle detector, the Antarctic Muon
and Neutrino Detector Array (AMANDA). In operation from 2000 to 2009 (17), AMANDA
represented the proof of concept for the kilometer-scale neutrino observatory IceCube (18, 19),
completed in 2010 (Figure 1). We write this review at the critical time when IceCube data taken
with the completed detector have revealed the first evidence for a flux of high-energy neutrinos
reaching us from beyond the solar system (20).

IceCube array
86 strings including 8 DeepCore strings
5,160 optical sensors

DeepCore
8 strings, spacing optimized for lower energies
480 optical sensors

Eiffel Tower
324 m 

IceTop 
81 stations
324 optical sensors

AMANDA II array
(precursor to IceCube)

50 m

1,450 m

2,450 m

2,820 m

IceCube Lab

Bedrock

Figure 1
Artist’s drawing of IceCube at the National Science Foundation’s Amundsen–Scott South Pole Station. The former AMANDA
detector is shown in blue and the DeepCore subarray in green.
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Figure 2.1: The ICECUBE detector at the Amundsen-Scott South Pole Station. The DeepCore
sub-array used to lower the energy threshold of ICECUBE is in green [60]. The precursor of
ICECUBE, AMANDA is in blue.

tic ice [59, 60, 61, 62]. It is located near the geographic South Pole and it is composed of 5160
optical sensors. These sensors called DOMs for Digital Optical Modules cover a horizontal
hexagonal surface of a square kilometer between 1450 m and 2450 m under the ice. This im-
plies that the lower DOM is located only 370 m above the rocks that form the Antarctic con-
tinent (see Fig. 2.1). The modules are distributed over 78 ICECUBE strings plus 8 DeepCore
strings (see below). The 78 ICECUBE strings are horizontally spaced by 125 m and the DOMs
are spaced by 17 m on each vertical string.

This 78-string configuration allows the detection of neutrinos with a lower energy thresh-
old of about 200 GeV. In the center of the detector, a region is more densely instrumented.
This sub-array is called DeepCore and is composed of 8 strings horizontally separated by 72
m. The DOMs along a string in DeepCore are spaced between 10 m (the 10 first DOMs) and 7
m (the 50 others). Thanks to DeepCore, the energy threshold can be lowered to about 10 GeV.

On the top of ICECUBE, at the surface level, an air shower array detector has been built [59].
It is composed of 162 tanks filled with frozen water and DOMs submerged in this ice. The
tanks are deployed on 81 stations of two tanks each located close to the ICECUBE strings. This
detector is called IceTop and is mainly used for cosmic ray studies. However, it can also be
used as a veto for ICECUBE events in order to reject atmospheric neutrinos and atmospheric
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muons.
The construction of ICECUBE took seven years, from 2004 to 2011. Due to the extreme cli-

mate at the South Pole, only the Antarctic summer can be used for deployment. The detector
has been taking data and analyses have been performed during the construction phase. One
refers to such uncomplete detector with the number of strings that were deployed. For exam-
ple, an analysis with IC59 refers to an analysis performed with data taken by ICECUBE when it
was composed of 59 strings in total. The completed observatory is referred to as IC86, which
is the configuration used for the analysis described in this thesis.

2.2 Detection principle

In order to observe a neutrino with ICECUBE, it must weakly interact with a nucleus of the
ice or of the rocks under ICECUBE and produce at least one relativistic charged particle. This
interaction can be charged current (CC) via exchange of a W boson or neutral current (NC)
via exchange of a Z boson. The produced relativistic charged particle travels through the de-
tector emitting Cherenkov light that can be detected by the optical sensors. The two main
interaction possibilities are

νl +N → l +X Charged Current (2.1)

νl +N → νl +X Neutral Current (2.2)

where l is a lepton (electron, muon or tau), N is a nucleus and X is the hadronic state after
the interaction.

In charged current interactions, for a neutrino energy around 10 GeV, 50% of this energy
is transferred to the lepton [57]. For a neutrino of higher energy this percentage can go up to
80%. What remains of the energy is transferred to the nucleus producing a hadronic shower
(showers will be explained in Section 2.2.4). In the case of neutral current interactions, the
neutrino exchanges energy with the nucleus producing only a hadronic shower.

2.2.1 Interaction probability

Following [57], one can derive an approximate neutrino interaction probability in the detec-
tor. If L(θ) is the length traveled by a neutrino arriving at a zenith angle θ in the detector, this
probability can be written

P (Eν) = 1−exp

[
− L(θ)

λν(Eν)

]
≈ L(θ)

λν(Eν)
, (2.3)

where the mean free path for a neutrino traveling in ice λν(Eν) can be expressed

λν(Eν) = [
ρiceNAσνN (Eν)

]−1 . (2.4)
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In the above equation, the density of the ice ρice = 0.9 g cm−3 , NA is the Avogadro’s number
and σνN (Eν) is the neutrino-nucleon cross section. Details of the neutrino-nucleon cross
section can be found in [63].

This calculation is a first approximation because it does not take into account that the
Earth becomes opaque to neutrinos at high energies. The value of L, the distance the neutrino
travels in the detector, is also an approximation because the neutrino can interact outside the
detector and the reaction products could still generate detectable light [57].

The interaction between a neutrino and an electron in the ice has such a low probability
that it is negligible. However, there is an exception for interaction at 6.3 PeV where a resonant
cross section cannot be neglected anymore [63].

It is important to notice that for a neutrino energy Eν > 10 GeV, the median angle between
the neutrino and the lepton produced by a charged current interaction is given by the for-
mula [64]

∆θ[rad] ≈
(

1

π Eν
1 GeV

) 1
2

(2.5)

In the case of the energies considered in ICECUBE, the neutrino and the lepton can be con-
sidered as collinear. This is important because it allows us to trace back the direction of the
neutrino by reconstructing the direction of the lepton as we will see in the next chapter.

2.2.2 Energy loss of charged leptons

The lepton produced by a CC interaction will travel through the ice losing energy to the sur-
rounding medium. The average energy loss per distance traveled by a lepton can be written
as [65]

−〈dE

d X
〉 =α+βE (2.6)

where X is in units of g cm−2 , E is the energy of the lepton, α is the ionisation energy loss
given by the Bethe-Bloch formula and β=βbrem +βpair +βnucl is the sum of the radiative pro-
cesses which are the Bremsstrahlung, the e+ e− pair production and the photonuclear scatter-
ing [65]. The ionisation energy loss is nearly constant while the radiative energy loss is weakly
dependent on energy.

In the case of a muon, the losses by radiative processes become dominant over the ioni-
sation losses above ≈ 1 TeV [65]. Thanks to this energy loss mechanism, the muon energy can
be estimated from the total number of photons detected along the muon track.

The Bremsstrahlung process is the photon emission from a charged particle when it in-
teracts with the electric fields of the nuclei in a medium (the ice in our case). The pair pro-
duction comes from the emission of a photon that converts into an e+ e− pair. The electrons
and positrons produced will also lose their energy by ionisation and radiative processes cre-
ating more photons and more pairs. This gives an electromagnetic shower. Pair production
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Figure 3.4: Muon Energy loss in a medium of similar density to Antarctic
ice. Shown here are the most prominent energy losses. For energies
above 100GeV the energy loss is dominated by stochastic energy losses.
Obtained using MMC. [39]

detector, increasing the effective area. The muon energy loss is shown in Figure 3.4.

3.1.3 Detecting Muons

Once a muon is created with sufficient energy to move through the instru-

mented volume of IceCube, it still needs to be detected, and its direction recon-

structed. In order to understand how this can be done it is useful to look at the

Bethe-Bloch equation describing the muon energy loss due to ionization [38]:

−dE

dX
= Kx2 Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
s − β2 − δ

2

]
(3.4)

Here E is the energy of the particles with X being the distance travelled. Z is

the atomic number the absorbing material and A is the absorbing weight. mec
2

is the rest mass energy of an electron, Tmax is the maximum energy transfer and

25

Figure 2.2: Energy loss for a muon traveling in a medium similar to the Antarctic ice [66]. Pair
production is the dominant mechanism above ≈ 1 TeV.

is actually the main mechanism for a muon to lose its energy above ≈ 1 TeV as can be seen in
Fig. 2.2 [65].

The photonuclear scattering is an inelastic scattering between a lepton and a nucleon (or
a nucleus). It consists of the exchange of a virtual photon. If the four-momentum transferred
from the lepton to the hadron is large enough, the process is called deep inelastic scatter-
ing [67]. The virtual photon is then absorbed by the nucleon generating a final hadronic state.

2.2.3 Cherenkov radiation

The Cherenkov radiation arises from the ionisation energy loss term of Eq. (2.6). Indeed, in
the Bethe-Bloch formula, there is a term called the density effect. Neglecting this term corre-
sponds to the situation where a charged particle crossing a medium interacts with electrons
in the medium (ionisation) one at a time and independently.

For a relativistically moving particle, this simple vision does not work. One has to consider
that the relativistic charged particle will disturb the fields generated by atoms in the medium
and this will influence the fields at the location of the ionisation process [68]. This will result
in a slight change in the ionisation (a lower energy deposition), hence the presence of the
density effect in the Bethe-Bloch formula. This density effect can be seen as a modification of
the fields because of the polarisation of the medium.

If one calculates the energy deposited in the medium by a charged particle moving at rel-
ativistic velocity, it is seen that all the energy is distributed close to the particle path except
in the case when the particle velocity is larger than the phase velocity of the electromagnetic
field in the medium. In this case, radiation is emitted called Cherenkov radiation because it
was first observed by Cherenkov in 1934. Like for the density effect, this is due to the polari-
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sation of the medium. The density effect and the Cherenkov radiation are actually originating
from the same phenomenon considered differently (they correspond to two different limiting
cases) [68].

In a qualitative observation, the Cherenkov radiation could be seen as a light equivalent of
the sonic shock. This is only qualitative because the sonic shock is formed from sound waves
emitted even when the velocity is lower than the sound speed that sum up in a wave front
when the velocity reaches the sound speed. The Cherenkov radiation appears only when the
particle moves faster than the (phase) speed of light in a medium and consists of radiation
from the polarised medium and not from the ultra-relativistic particle.

A very interesting feature of the Cherenkov radiation is its emission at a fixed angle, θc ,
depending only of the velocity v of the particle and the refraction index of the medium n [68,
40]

cosθc = 1

nβ
where β= v

c
. (2.7)

In the case of ICECUBE, we can consider that β≈ 1 and by using in the refraction index for
ice we get θc ≈ 41°. A charged particle crossing the ice (or any medium) will radiate as long as
β > c

n [40]. The Cherenkov emission covers all wavelengths λ but its intensity increases with
shorter wavelengths as can be seen from the Frank-Tamm formula [40]

d 2N

d xdλ
= 2παz2

λ2

(
1− 1

β2n2

)
, (2.8)

where z is the particle charge and α is the fine-structure constant. This implies that the max-
imum emission occurs at blue and low energy UV light.

2.2.4 Different signatures

Since bremsstrahlung and pair production are mass dependent, these processes are much
more efficient for electrons than for muons or taus. As a result, an electron will quickly lose
its energy producing an electromagnetic shower. A muon of the same energy will travel a
longer distance releasing less energy per unit distance. The tau has a very short lifetime and
therefore, there is a high probability that it decays in the detector.

These differences lead to different signatures for the three neutrino flavors. For all flavors,
in the case of a neutral current interaction, a hadron shower is initiated by the fragmentation
of the struck nucleon producing various types of particles. The hadronic shower has also an
electromagnetic component due to e.g. neutral pions that decay into photons which sub-
sequently convert into e+ e− pairs. Such a shower generates a ball of light coming from the
Cherenkov radiation of all the particles involved in the shower that extends in all directions.
Such a signature in the detector is called a cascade.

In the case of a charge current interaction, the signature will depend on the flavor. The
electron created by the interaction will release its energy in a distance smaller than the dis-
tance between two optical modules such that the detector signature will be an electromag-
netic cascade which will look very similar to a cascade initiated by hadrons.
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1010 yr, given that their rate is 300 Gpc−3 yr−1. Therefore,
300 GRBs per year over Hubble time produce the observed
cosmic-ray energy density in the Universe, just as three su-
pernovae per century accommodate the steady flux of cosmic
rays in the galaxy.31,32

Cosmic rays and synchrotron photons coexist in the ex-
panding GRB fireball prior to it reaching transparency and
producing the observed GRB display. Their interactions pro-
duce charged pions and neutrinos with a flux that can be
estimated from the observed extragalactic cosmic-ray flux
!see Eq. "3#$. Fireball phenomenology predicts that, on aver-
age, nint%1.

Problem solved? Not really: the energy density of ex-
tragalactic cosmic rays can also be accommodated by active
galactic nuclei, provided each converts 2!1044 ergs s−1 into
particle acceleration. As with GRBs, this is an amount that
matches their output in electromagnetic radiation.39

Waxman and Bahcall40 argued that it is implausible that
the neutrino flux should exceed the cosmic-ray flux

E"
2 dN

dE"
= 5 ! 10−11 TeV cm−2 s−1 sr−1. "5#

For the specific example of GRB, we have to scale it down-
ward by a factor x"%1 /20 !see Eq. "3#$. After 7 years of
operation, AMANDA’s sensitivity is approaching the inter-
esting range, but it takes IceCube to explore it.

If GRBs are the sources,41 and the flux is near this limit,
then IceCube’s mission is relatively straightforward because
we expect to observe of the order of 10 "neutrinos /km2# yr−1

in coincidence with GRBs observed by the Swift and Fermi
satellites, which translates to a 5# observation.42 Similar sta-
tistical power can be obtained by detecting showers pro-
duced by "e and "$.

In summary, while the road to identification of sources
of the galactic cosmic ray has been mapped, the origin of the
extragalactic component remains unresolved. Hopefully,
neutrinos will reveal the sources.

III. NEUTRINO TELESCOPES: THE CONCEPT

Because of the small neutrino cross sections, a very large
detector is required to observe astrophysical neutrinos. At the
same time, flavor identification is also very desirable since
the background from atmospheric neutrinos is much lower
for "e and "$ than that for "%. Of course, angular resolution is
also very important for detecting point sources, and energy
resolution is important in determining neutrino energy spec-
tra, which is important for identifying a diffuse flux of ex-
traterrestrial neutrinos.

IceCube detects neutrinos by observing the Cherenkov
radiation from the charged particles produced by neutrino
interactions. Charge-current interactions produce a lepton,
which carries an average of 50% "for E"&10 GeV# to 80%
"at high energies# of the neutrino energy; the remainder of

the energy is transferred to the nuclear target. The latter is
released in the form of a hadronic shower; both the produced
lepton and the hadronic shower produce Cherenkov radia-
tion. In neutral-current interactions, the neutrino transfers a
fraction of its energy to a nuclear target, producing just a
hadronic shower.

IceCube can differentiate neutrino interactions on the ba-
sis of their topology, as shown in Fig. 5. At low energies,
there are two basic topologies: tracks from "% and cascades
from "e, "$, and all-flavor neutral-current interactions.
Charge-current cascades include contributions from the
shower from the electron "or tau decay products# plus the
hadronic shower from the struck nucleus; the contributions
are inseparable.

At PeV energies, muon tracks can be up to 10 km long,
while on the scale of IceCube, cascades are nearly point
sources. At higher "PeV# energies, an additional topology
arises. This is the “double bang” whereby a "$ interacts, and
the energy transferred to the target nucleus produces one
cascade. The $ travels some hundreds of meters and decays,
producing a second cascade.

The different topologies each have advantages and dis-
advantages. The long lever arm from tracks from "% decay
allows the muon direction "and, from that, the neutrino di-
rection# to be determined accurately; as will be seen,
IceCube’s angular resolution is better than 1° for long tracks.
One can produce sky maps and search them for hot spots.
This is obviously the key in finding neutrino sources. The
disadvantages are that there is a large background of atmo-
spheric "%, and that, because the events are not contained, it
is difficult to determine the neutrino energy.

However, "e and "$ interactions also have some signifi-
cant advantages. They are detected in both the Northern and
Southern Hemispheres. "This is also true for "% with energy
above 1 PeV, where the background from the steeply falling
atmospheric spectrum becomes negligible.# IceCube’s sensi-
tivity to the galactic center is similar to that of ANTARES,
although not to that of a kilometer-scale detector in the
Northern Hemisphere.

~ km-long muon tracks from νμ ~ 10m-long cascades from νθ , ντ

17 m}
μνμ

νθ
с

FIG. 5. "Color online# Contrasting Cherenkov light patterns produced by
muons "left# and by showers initiated by electron and tau neutrinos "right#
and by neutral-current interactions. The patterns are often referred to as
tracks and cascades "or showers#. Cascades are produced by a "approxi-
mately# point source of light with respect to the dimensions of the detector.
At PeV energies, $ leptons travel hundreds of meters before decaying, pro-
ducing a third topology, with two cascades—one when the "$ interacts and
the second when the $ decays "Ref. 43#. This is the double bang signature;
a simulated event is shown in Fig. 22.
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Figure 2.3: Difference of the light emitted by a cascade (on the right) and a track (on the left)
in the ice [57].

The muon case is the most interesting one for point source studies as we will see in Sec-
tion 3.2. A muon of TeV energy can travel up to several kilometers across the detector (i.e. in
ice) emitting Cherenkov light along its trajectory [57]. Such a signature is called a track. The
difference between tracks and cascades can be visualised in Fig. 2.3

The tau signature is different whether it decays into hadrons or a muon. In the case of
a hadronic decay, one should observe a first cascade when the neutrino interacts followed
by a track generated by the tau and finally another cascade produced by the hadronic decay
products of the tau (this is called a double bang). In the case of the muonic decay of the tau,
the signature is a cascade followed by a thin track generated by the tau followed by a thicker
track after the muon is produced [69].

2.3 The ICECUBE Data Acquisition System

The data acquisition system of ICECUBE is explained in detail in [61]. It is composed of several
elements:

• The DOMs, which detect photons and digitise the signal;

• the DOMHub, which is located at the surface and receives the data from the DOMs;

• the Cable Network, which connects the DOMs together and to the DOMHub;

• the Master Clock, which calibrates the DOMHub using a GPS signal;

• the Stringhub, which amongst other tasks, time-orders the signals coming from DOMs
along a string.

The purpose of these components is to transport the information about a set of properties
that characterises the detected signal to the ICECUBE laboratory (ICL) where the data can
be triggered and filtered before the remaining events are sent to the Northern Hemisphere
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focused dynodes and runs at a gain of 107 at a nominal
1500 V. Most of the PMTs are run at a gain of 107. The
typical high voltages range from 1300 to 1500 V. A mu-metal
shield surrounds the PMT and reduces the ambient !Earth’s"
magnetic field in the PMT by about a factor of 2.

The PMT bases are conventional resistive dividers, with
the Hamamatsu-recommended ratios and a total resistance of
130 M!. High resistances were used to minimize power
consumption. Capacitors are placed across the last six dyn-
ode stages to maintain the voltages in the presence of large
pulses; their recharging time constants are of the order of 1 s.
The capacitors are sized so that the PMT loses less than 20%
gain for a 106 photoelectron pulse.

The high voltage !HV" is supplied by custom-designed57

Cockroft–Walton power supply. It is both low-power
!"300 mW" and low-noise !"1 mV". The output voltage is
digitally controlled and may be adjusted from the surface.

The PMTs operate with the cathode grounded; the an-
odes are at a high potential. The anode signals are coupled to
the data acquisition electronics with a bifilar wound toroidal
transformer. A transformer was used instead of a capacitor
because it has much lower stored energy for an equivalent
frequency response. The transformers were designed to have
a frequency response from 8 kHz to over 100 MHz, down to
−40 °C. A square wave input produces an output signal with

a decay time of more than 15 #s, far longer than the lengths
of a single event !except for possible slow magnetic mono-
poles". The first 1200 DOMs were built with an earlier de-
sign, with a 1.5 #s time constant. During data analysis, this
droop is removed with a digital filter. The only problem oc-
curs when the ADCs overflow or “bottom out,” in which case
some information is lost. The system response to a single
photoelectron !SPE" is a pulse with roughly triangular wave-
forms, with an average amplitude of about 10 mV and a
width of 5 ns.

Figure 11 shows the charge spectrum produced by the
PMT running at a gain of 107 in response to a low-amplitude
LED !emitting much less than 1 photoelectron/pulse". The
single photoelectron peak is described by a Gaussian with a
resolution of about 30%. However, about 15% of the SPE
produce a much smaller output, less than 0.3 of the peak
charge. This low-charge tail is from real SPE.

Figure 12 shows the arrival times of single photoelectron
pulses. For single photoelectrons, the time resolution is about
2 ns, although a tail of late-arriving pulses is clearly visible,
with peaks around 30, 75, and 130 ns late; about 4% of the
pulses come more than 25 ns after the expected arrival time.

FIG. 9. !Color" Absorption !left" and scattering !right" lengths of light in South Polar ice as a function of depth and wavelength, from 300 to 600 nm
!Ref. 53".
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FIG. 10. !Color" Schematic drawing of a digital optical module.
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FIG. 11. !Color online" The single photoelectron charge spectrum observed
in the PMT at a gain of 107. Reprinted from R. Abbasi et al., Nucl. Instrum.
Methods Phys. Res. A 618, 139 !2010".
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Figure 2.4: Drawing of a Digital Optical Module. The lower part detects photons and the upper
part digitises the signal [61].

(details about triggers and filters can be found in Section 2.4). This set of properties is called
a Hit. The amount of information that composes the Hit depends on the coincidence of the
detection between several DOMs. This will be explained in more detail in the first part of this
section dedicated to these optical modules which are frozen in the ice. The second part will
focus on the different tasks performed in the ICL.

2.3.1 Digital Optical Modules

The cable network to which the DOMs are attached is a copper wire-pair that allows commu-
nications between the DOMs and the ICL but also between pairs of DOMs. It has a thickness
of 3 cm and it supports data rates up to 900 kb/s for the DOMs located in the deepest part of
the detector. This network also supplies power to the modules. A string which consists of the
cable network with 60 DOMs attached to it is deployed in a water filled hole. Indeed, the ice is
first melted along more than 2000 m before the string can be immersed. Once this operation
is over, the ice re-freezes and the DOMs are trapped in the ice such that they are not accessi-
ble anymore for repair. The design of the modules had to take this constraint into account in
order to conceive a stable electronic system with a long lifetime.

Technical design

The DOMs are composed of two main elements (see Fig. 2.4). First, a photomultiplier tube
(PMT) that transforms the incident photons into an electrical signal and second, a computer
that digitises the signal. The digitisation is necessary because of the very long cables linking
the DOMs to the ICL due to which an analog signal would be disturbed leading to a loss of
information.
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The PMT has a diameter of 25 cm (Hamamatsu brand) and is supplied by a modular 2 kV
power. The computer is composed of three elements. First, a mother board (MB) that receives
the data from the PMT and digitises it. This board can be remotely accessed from the surface
if one needs to change some parameters like the duration of data taking that will form the Hit
or to reboot the DOM.

The digitisation is performed using two digitisers. The first one is the Analog Transient
Waveform Digitizer (ATWD) which digitises at a higher rate but for a total time of 0.43 µs. In
order to save power, the ATWD stores the signal and takes its time to digitise. While the digi-
tising process is ongoing, the ATWD cannot record any other signal creating a dead-time. To
overcome this problem, a second ATWD has been placed in the DOM such that when a signal
arrives, it goes to the free ATWD. Furthermore, in order to account for the possible difference
in signal strength, the ATWDs have three channels with each channel having a different gain
(×16 , ×2 , ×0.25). The second digitiser is the Fast Analog to Digital Converter (fADC), which
digitises at a lower rate but can manage longer waveforms up to 6.4 µs.

The second element of the electronic part is a flasher board composed of LEDs that can
mimic the light induced by Cherenkov emission in order to simulate an event, calibrate adja-
cent DOMs or to study the properties of the ice. A LED is also available on the mother board
in order to calibrate the DOM by the detection of the scattered light emitted by the LED. The
third element is the PMT high voltage subsystem that is located on top of the flasher board
and that is supplied in power by the mother board.

The DOM components are surrounded by a thick glass sphere (13 mm) that must resist to
the high pressure that is exerted on it when the water freezes in the hole. The complete DOM
is a sphere with a diameter of 33.2 cm filled with dry nitrogen at a pressure of 0.5 atmosphere
to maintain a strong force against the glass.

Local Coincidence

By coupling the DOMs via dedicated transceivers, a capability for Local Coincidence (LC)
search has been implemented. A LC happens when a DOM detects a signal and receives a
"tag" from another DOM that also detected a signal within 1 µs. The tag sent by a DOM to
another one when a signal is detected can be modified and retransmitted such that one can
build a coincident chain along a string of a certain length depending of the number of DOMs
that detected a signal.

In case a DOM detects a signal but receives no LC tags from the direct neighbour DOMs
(one above or one below) nor from the second neighbours (two above or two below), it will
run in a compressed mode. This means that it will not transmit the entire detected waveform
but only basic information (three samples of the fADC around the recorded peak amplitude)
yielding to a "light" Hit called Soft Local Coincidence1 (SLC).

When a signal is detected and a tag from a direct neighbour or a next to direct neigh-
bour DOM is received, the DOM will run in Hard Local Coincidence (HLC) mode. The entire

1This term is misleading because a SLC Hit is a Hit where no local coincidence was detected.
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digitised waveform (ATWD and FADC) is compressed to reduce the data rate without any in-
formation loss and is then transmitted to the ICL.

Such a LC system allows to reduce the data rate on the string and forms an efficient noise
rejection without losing much information about physical process. Indeed, an isolated Hit is
probably caused by noise from the PMT or by a particle that has too low energy to be detected
by ICECUBE.

2.3.2 The ICECUBE Laboratory

The ICL is located at the surface close to the middle of the detector. All the cables from the
different strings are collected in this laboratory. It is also from this location that the data are
transferred to the North after filtering (see Section 2.4 for details).

It is at the ICL that one can find the computers that receive the data from the strings.
More specifically, the DOMHub is a computer consisting of several components that allows
the communication with the strings. A substructure handles the power and the communica-
tions for all DOMs on a string. This substructure receives the Hits and can control the DOMs
in order to perform several tasks like calibration. An other substructure receives the GPS sig-
nal and distributes it to the DOMHub subsystems.

The DOMHub also hosts the Stringhub, a software that converts Hit information from the
DOMs to a format suitable for a physics purpose like triggering and event building. More
detail about triggering will be given in the next section.

2.4 Triggers and Filters

The rate at which the DOMs produce Hits, mainly from dark noise, is about 500 Hz per DOM.
In the case of HLC Hits, the rate drops down to 5-15 Hz per DOM [70]. With more than 5000
DOMs, this represents a tremendous amount of data. To reduce this amount of data, specific
triggers have been implemented.

Once the Hits are received at the ICL, the system searches for several criteria in order to
save the recorded data [70]. In case none of the predefined criteria are met (no triggers were
flagged), the data are discarded. When the criteria corresponding to a trigger are satisfied,
the waveforms coming from HLC Hits and the basic information from SLC Hits are "packed"
in an event. The duration of an event depends on the trigger that was tagged as explained
hereafter. Once the event is built, it goes through the filter procedure. The filters are designed
to search for a particular signature in the events. Details about the filters will be given in the
second part of this section.

2.4.1 Triggers

ICECUBE uses several triggers. The most common one is the Simple Multiplicity Trigger (SMT)
that selects data if a certain number of HLC Hits are detected in a given time window. For
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Figure 2.5: In the case where two triggers overlap, the global trigger will create a longer event
in order to avoid having two events with the same content [71].

Table 2.1: The triggers in ICECUBE.
Name Description

InIce SMT8 8 HLC Hits in 5 µs
String trigger 5 HLC Hits in 1.5 µs within 7 adjacent DOMs on one string
Volume trigger 4 HLC Hits in 1 µs within a cylinder of r =175 m and h=75 m
SLOP Search for low velocity track-like signature
Fixed Rate trigger Triggers at a fixed rate: 0.003 Hz
DeepCore SMT3 An SMT3 trigger on DeepCore DOMs

example the SMT8 trigger will be flagged if eight or more HLC Hits are detected within a 5
µs time window. In case of a SMT8 triggered event, data will be recorded from -4 µs to 6 µs
around the trigger time to record the early and late Hits [70].

Other triggers can save data for a longer time. For example the Slow Particle trigger (SLOP)
records data for ≈500 µs or more. The triggers are combined into a global trigger to avoid that
2 different events are created with the same content in a case where for example the SMT8
and the SLOP trigger would be flagged. The global trigger allows also to merge several trigger
windows into one single event. For example, if two SMT8 triggers are flagged such that they
overlap each other, only one longer event is created (see Fig. 2.5).

The different triggers are summarised in Table 2.1. For more detail, we refer the reader
to [70].

2.4.2 Filters

After the triggering, one speaks about the events as level 0. The data rate (number of events
per second) is of the order of 2.5 kHz. This high rate represents 1 TB per day of data. The
transfer of the data to the Northern Hemisphere is achieved by satellites with a total maximum
bandwidth of about 100 GB per day [70]. Consequently, it is necessary to reduce the amount
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of data after triggering by at least a factor 10. This is the purpose of the filtering. After this
process, the filtered events (named level 1) have a rate of about 100 Hz.

Several filters have been designed. They all try to identify an event that could be relevant
for some specific analyses. The various analyses in ICECUBE have resulted in a whole suite of
filters. Only the filters used in the analysis presented in this thesis will be described.

The most important filter when searching for muon neutrinos is the MuonFilter. Like
most filters it is based on simple and fast reconstructions and simple quality parameters. The
reconstructions will be explained in detail in Section 3.2. The two main reconstructions per-
formed at the South Pole and that are used by the filters are LineFit and PoleMuonLlh. LineFit
tries to fit a line through all the DOMs that detected light. PoleMuonLlh is a likelihood fit with
only one iteration that uses LineFit as a seed.

The first cut of the MuonFilter is based on LineFit and behaves differently in function of
the zenith angle θ and the number of DOMs that detected light (this is called NChannels or
NChan)

NChan ≥ 8 if θLF > 70◦ (2.9)

NChan ≥ 10 if θLF ≤ 70◦ . (2.10)

After this first cut, the events are divided in up-going and down-going based on the Pole-
MuonLlh reconstruction. An event is down-going if the zenith angle as reconstructed by Pole-
MuonLlh θLlh lies inside 0◦ ≤ θLlh < 78.5◦ and up-going if 78.5◦ ≤ θLlh ≤ 180◦. These definitions
of up and down-going are specific to the MuonFilter. In the analysis described in the cur-
rent thesis, down-going events are defined as 0◦ ≤ θ ≤ 90◦ and up-going events are defined
as 90◦ < θ ≤ 180◦. If Qtot is the total recorded charge of the event and LogL the value of the
minimised loglikelihood, the cuts are

If up-going:
Logl

(NChan−3)
≤ 8.7 (2.11)

If down-going:

{
log10(Qtot) ≥ (3.9×cos(θ)−0.5)+2.6 If θLlh > 60◦

log10(Qtot) ≥ (0.6×cos(θ)−0.5)+2.6 If θLlh ≤ 60◦ (2.12)

The other filter that will be used is the Extremely High Energy filter (EHEFilter). As one
can guess from its name, it is used to select events with very high energy. The cut is simple, it
is based on the number of photo-electron (NPE) detected

log10(NPE) ≥ 3. (2.13)

There are many other filters that are designed for the search of cascade or low energy up-
going events for example. Even though the current analysis searches for muon neutrinos, sev-
eral filters were considered in this analysis but only the events that had passed the MuonFilter
or the EHEFilter survived the different cuts performed on the data (the event selection will be
the subject of the Chapter 4). Consequently, the final event selection has been optimised on
events that passed one of the Muon or EHE Filters.
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2.5 The South Pole ice

The properties of the ice at the South Pole are of critical importance for the ICECUBE detector.
One of the reasons that ice was chosen as medium for a Cherenkov detector is because it
has a longer absorption length than water. This allows to build a larger detector with the
same number of optical modules [57]. Unfortunately, the ice has also a drawback, the light
has a shorter scattering length than in water. The measurement of scattering and absorption
in the ice are extremely relevant for the reconstruction algorithms that will try to find the
primary direction of the neutrino from the detected signals. The different simulations used in
ICECUBE are also dependent on the modeling of the ice because they need to reproduce the
propagation of light in the detector as close as possible to reality.

2.5.1 Study of the ice

In order to study the properties of the ice, the optical modules are equipped with LEDs as
described in Section 2.3.1. This was already the case with AMANDA where the first measure-
ments were performed [72]. AMANDA was also equipped with several other light emitters
either pulsed or continuous. The covered wavelengths went from 313 nm using a UV mod-
ule (steady source) to 532 nm using a YAG laser (pulsed source). Thanks to this equipment
AMANDA could measure several important ice properties as well as establish a relation be-
tween the depth and the age of the ice [73].

In ICECUBE, the flasher board is equipped with LEDs emitting light at 399 nm. This wave-
length was chosen because it reproduces the light of the Cherenkov radiation that ICECUBE

tries to detect. Amongst the 5160 DOMs, 16 are equipped with LEDs emitting at 350 nm, 370
nm, 450 nm and 500 nm in order to study wavelength dependent effects [74]. The light emit-
ted from the flasher board is pulsed and can be detected by DOMs up to 0.5 km away. More
data about the South Pole ice were taken during the deployment of ICECUBE. Between the
drilling and the string deployment, dust loggers have been lowered in the water filled holes in
order to study the dust concentration as a function of the depth [75].

2.5.2 Properties of the ice

It was discovered that the ice at the upper part of AMANDA was not pure enough. Indeed,
the presence of air bubbles in the ice had as result to increase the scattering of light and this
severely limited the precision of the reconstructions.

ICECUBE has been buried deep enough to avoid air bubbles (they disappear below 1400 m)
but the ice is still not perfectly clear. Some impurities like dust have been trapped in the ice.
The amount of dust at a specific depth depends on the dust concentration in the atmosphere
at a certain time in the past. For example, the ice close to the bedrock at the very bottom of
the glacier has been estimated to be 165 000 years old. The ice above the detector (1300 m) is
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of z0(zr) − zr vs. zr given at several points along the gradient direction. Combined with the dust
depth record at the location of the reference string (at r = 0), this yields a complete description of
the dust profile in and around the detector (assuming that the concentration of dust is maintained
along the layers).

Relief x3

meters from hole 50 along tilt gradient

z-
co

or
di

na
te

 a
t s

tri
ng

 5
0 
[ m

 ]

-600

-400

-200

0

200

400

600

800

100 200 300 400 500 600 700 800 900

be(400) measured with flashers
average dust log (scaled to position of hole 63)

depth [ m ]

b e(
40

0)
 [ 

m
-1

 ]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

1200 1400 1600 1800 2000 2200 2400 2600

Figure 14: Top: extension of ice layers along the average gradient direction. Relief is amplified by a factor of
3 to enhance the clarity of the layer structure. The lowest layer shown exhibits a shift of 56 meters between
its shallowest and deepest points (which is the largest shift of all layers shown in the figure). Bottom:
comparison of the average dust log with the effective scattering coefficient be(400) measured with the flasher
data.

The correlation between the effective scattering coefficient measured with the IceCube flasher
data and the average dust log (scaled to the location of string 63) is excellent, as shown in Fig.
14. All major features agree, with well-matched rising and falling behavior, and are of the same
magnitude. Some minor features are washed out in the flasher measurement.

With an established correlation to the average dust log, the EDML-extended version of the
18

Figure 2.6: Comparison of the measurement from the dust logger (in red) with the effective
scattering coefficient be ≡ 1

λe
at 400 nm (in black)[74]. The effect of the air bubbles can be

seen on the left part on the figure as well as the clear dust peak around 2000 m.

about 23 000 years old and is about 65 000 years old around the middle of the detector (2100
m) [73].

Since the dust concentration is depth dependent, the ice can be regarded as several layers
of different purity which translates into different values for the absorption length and scatter-
ing length. The main result from the study of the dust in the ice is the discovery of a dust peak
around 2000 m under the surface [72, 74].

The first detailed study of the scattering on small masses of material like dust was per-
formed by Gustav Mie [68]. The scattering in ICECUBE is not isotropic but preferentially for-
ward with respect to the incoming photon direction [72]. This leads to the definition of an
effective scattering length λe defined as

λe ≡ λs

1−< cosθ > , (2.14)

where λs is the geometric scattering length (average distance between scatters) and θ is the
deflection angle at each scatter [72, 57]. In the case of an isotropic scattering, < cosθ >= 0
and λe = λs . A study performed with AMANDA measured the scattering length at different
wavelengths and at different depths. The results of this study are presented in Fig. 2.7. The
effect of the air bubbles can easily be seen on this figure as well as the dust peak. The correla-
tion between the concentration of dust and the scattering length can be observed in Fig. 2.6
when comparing the variation of the scattering length with the measurement from the dust
logger [74]. From Fig. 2.6, one can deduce that for ICECUBE, at 400 nm, λe ≈ 25 m on average.
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correlation between Cdust and the contribution from dust to
be(400), were used to derive the dust profile for absorption
(Figure 21, right) from the dust profile for scattering
(Figure 21, left). The third parameter in our model, a, is
used to calculate scattering at any wavelength from be(400)
via a power law:

be l nm½ "ð Þ ¼ l=400ð Þ&abe 400ð Þ: ð25Þ

The remaining three parameters (k, AIR, and l0) are used to
calculate absorptivity from adust(400) through the two-
component model:

a l nm½ "ð Þ ¼ l=400ð Þ&kadust 400ð Þ þ AIRe
&l0=l: ð26Þ

Maps of effective scattering coefficient and absorptivity,
generated from our model and summarizing our knowledge
of optical properties of South Pole ice, are shown in
Figure 22 for depths between 1100 and 2300 m.
[79] Our measurements of depth dependences of the

optical properties had a resolution of on the order of ten
meters, and our methods probed up to two hundred meters
of ice between emitter and receiver. The techniques used in
this work could not resolve individual dust layers much
thinner than ten meters, such as highly absorbing layers of
ash deposited by volcanic eruptions. Such thin ash layers
may affect the performance of AMANDA and IceCube as
neutrino telescopes. Building on the remote sensing techni-
ques presented here, a dust logger [Miočinović et al., 2001;
Bay et al., 2001] was developed and used in both Antarctic

and Greenland boreholes, where it was able to resolve
centimeter-thick layers of volcanic ash. Analysis of data
from a dust logger operated in the first hot-water-drilled
IceCube hole confirmed that ash layers are also present in
South Pole ice and can be detected with the logger tech-
nique [Bramall et al., 2005]. However, the South Pole ash
layers are weaker and less numerous than those detected at
Siple Dome (West Antarctica) [Bay et al., 2004], which is
partly explained by the higher altitude of the South Pole and
greater distance from Antarctic volcanoes. Highly absorbing
ash layers will affect light propagation, mainly by localized
depletion of photons traveling at an acute angle relative to a
layer, which modifies the angular dependence of the photon
yield. Scattering in thin ash layers should be similar to
scattering by dust and the effect on timing should be small.
Furthermore, unambiguous identification of ash layers in
the depth profiles at boreholes up to one kilometer apart in
the IceCube array would make it possible to measure
deviations of optical properties from the horizontal. In the
present analysis, we assumed that the dust structure is
horizontal over the length scale probed and within the
sensitivity of the measurements. However, isochronal maps
made with deeply penetrating radar at the South Pole
[Blankenship and the Instrument Definition Team for a
Europa Radar Sounder, 2001] show that dust layers can
tilt by up to 50 m over a square kilometer. Given the strong
fluctuations in optical properties over such a depth scale,
tilting dust layers would strongly affect IceCube perfor-
mance and must be fully mapped. This could be achieved
by using dust loggers in several widely spaced boreholes
along the perimeter of the array and matching up features in

Figure 22. Maps of optical scattering and absorption for deep South Pole ice. The depth dependence
between 1100 and 2300 m and the wavelength dependence between 300 and 600 nm (left) for the
effective scattering coefficient and (right) for absorptivity are shown as shaded surfaces, with the bubble
contribution to scattering and the pure ice contribution to absorption superimposed as (partially obscured)
steeply sloping surfaces. The dashed lines at 2300 m show the wavelength dependences: a power law due
to dust for scattering and a sum of two components (a power law due to dust and an exponential due to
ice) for absorption. The dashed line for scattering at 1100 m shows how scattering on bubbles is
independent of wavelength. The slope in the solid line for absorptivity at 600 nm is caused by the
temperature dependence of intrinsic ice absorption.
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Figure 2.7: Maps of the effective scattering coefficient be ≡ 1
λe

(on the left) and the absorptivity

a = 1
λa

(on the right) versus the depth and the wavelength [72].

The absorption length λa is defined as the length at which the probability of survival of
the photons has dropped to 1

e [72]. In ICECUBE, the absorption length is strongly dependent
on the depth. The effect of the dust layer appears very clearly in Fig. 2.7 and Fig. 2.8. From
these figures, one can see that in ICECUBE, at 400 nm, λa ≈ 100 m. One should remember
that the strings in ICECUBE are 125 m apart and 72 m apart in DeepCore. At the bottom of the
detector, below the dust layer, the ice is even clearer and the absorption length increases to
≈200 m.

2.5.3 Ice Models

In order to extract the different properties presented above, a model of the ice based on sev-
eral parameters has been developed [72]. The way to extract these parameters consists of
simulating the propagation of the light in the ice using a Monte-Carlo based on the ice model
and fitting the result of the simulation to the recorded data by varying the parameters. With
more precise simulation techniques and increasing amount of data the ice model evolved to
describe more precisely the ice around the detector (see [74] for more detail). The result from
two different ice models can be seen in Fig. 2.8.
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Figure 16: Values of the effective scattering coefficient be(400) and absorption coefficient a(400) vs. depth
for a converged solution are shown with a solid line. The range of values allowed by estimated uncertainties
is indicated with a grey band around this line. The updated model of [4] (AHA) is shown with a dashed
line. The uncertainties of the AHA model at the AMANDA depths of 1730 ± 225 m are roughly 5% in be
and roughly 14% in a. The scale and numbers to the right of each plot indicate the corresponding effective
scattering 1/be and absorption 1/a lengths in [m].

rate of 1 kHz, and therefore a large statistical data set was available for comparisons between
measured muon data and simulations of cosmic ray induced muons. The simulations are based
on the assumed propagation of optical Cherenkov photons through the ice but also depend on
assumptions that include the energy, multiplicity, and angular distribution of the muons.

The simulation chain begins with the production of atmospheric muons from cosmic ray air
showers using the CORSIKA software [14], followed by propagation of the muons with muon
Monte Carlo (MMC) [15] and generation of photons according to a Cherenkov spectrum and

21

Figure 2.8: Absorption length at 400 nm versus depth for different ice models [74]. The AHA
model is plotted in dashed line and the Spice-Mie model is drawn with a solid line. The grey
area shows the uncertainties on the Spice-Mie model.



3
Event reconstruction and
simulation

T
his chapter will be dedicated to the event reconstructions and simulations used in ICE-
CUBE. After explaining the types of noise that can be expected in the detector and
which methods are used to remove them from data, the event reconstructions used in

this analysis will be described. Since the current analysis focuses on track events from muon
neutrinos, only track reconstructions will be explained. The reconstructions are divided in
two sections. The first one describes the initial fast reconstructions used at the South Pole and
the second one will explain the more detailed and more time consuming reconstructions used
"offline", after the data have been transferred to the Northern Hemisphere. The Direct-Walk
algorithm to which I directly contributed will be explained in a dedicated section. Finally, an
outline of the various event simulations used in ICECUBE will be given.

3.1 Background in the ICECUBE detector

Concerning our search for neutrinos from GRBs in the Northern Hemisphere, there are sev-
eral types of background in the data collected by ICECUBE. One of them is the noise that
mainly comes from the electronic equipment. Another one consists of mis-reconstructed
down-going muons and finally there is an irreducible background of atmospheric neutrinos.
Indeed, for an analysis like the one presented in this thesis that focuses on events from the
Northern Hemisphere, the atmospheric muons are blocked by the Earth but it is impossible
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to say for a neutrino if it is atmospheric or from astrophysics origin.

3.1.1 Elimination of noise Hits

The effect of electronic noise is the appearance of Hits uncorrelated with any physical events.
The presence of these fake Hits can dramatically affect the precision of the reconstructions.
Such noise is mainly caused by rare nuclear decay in the glass spheres of the DOMs as well as
thermal emission of electrons in the PMTs (dark noise). The fact that the dark noise dominates
the total amount of noise in the detector is due to the special low radioactive glass that was
selected for the DOM as well as the location of ICECUBE. Indeed, the South Pole is a region
where human activity as well as environmental effects have very little influence. Furthermore,
the kilometer of ice above the detector acts as a natural shield against most cosmic radiation.

Several cleaning algorithms have been developed in order to remove noise Hits from the
data. The general idea of such a cleaning algorithm is to search for isolated Hits in time and
in space.

In the context of the analysis presented here, a more advanced cleaning procedure named
HiveSplitter will be described in detail. HiveSplitter is originally designed to split the Hits of
an event that would contain more than one particle in order to create separate events, each
containing only the Hits belonging to one specific particle. However, this algorithm can also
be used as a noise cleaner and this is what has been done in the current analysis (for a detailed
description of splitters, see [76]).

The principle of HiveSplitter (like all splitters) is to construct clusters of Hits belonging
to one particle. In the end of the procedure, the Hits that do not belong to any cluster are
considered as noise, hence the cleaning ability of a splitter. The algorithm starts by sorting
Hits in time and constructs clusters of Hits in the following way. Every Hit is surrounded by
its Individual Active Volume (IAV) which is an element of volume around the Hit as well as a
window in time. When several IAV overlap, a cluster is formed. The details of the values of the
time and space windows can be found in [76].

Once a cluster is formed, a Cluster Active Volume (CAV) is defined in space and in time
such that only Hits within the CAV will be added to the cluster. Once new Hits are added
to the CAV, due to their timing information, the CAV moves in time and this may result in
decreasing the cluster size because the IAV of early Hits may drop off the cluster. One can say
that the cluster comes to life, grows up and dies when it reaches its lifetime1. In the end of the
procedure, the clusters that fulfill certain size criteria are considered as physics events and
the others are considered as noise.

The efficiency of HiveSplitter is due to several improvements in the definition of space and
time window sizes with respect to previous algorithms. The parameters that define the hori-
zontal and vertical components of the space window are chosen to be discrete because only a

1A more detailed description of HiveSplitter can be found at http://software.icecube.wisc.edu/
icerec_trunk/projects/IceHive/icehive.html.

http://software.icecube.wisc.edu/icerec_trunk/projects/IceHive/icehive.html
http://software.icecube.wisc.edu/icerec_trunk/projects/IceHive/icehive.html
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specific increase of a parameter will add a DOM to the cluster. A limit in the vertical direction
constitutes also an improvement from previous algorithms. Furthermore, the choice of the
size of the horizontal window takes into account the hexagonal shape of the detector in order
to treat properly any border effect that could reduce the efficiency of the splitter (see [76] for
details).

3.1.2 Mis-reconstruction and splitting of events

The main source of background is formed by the mis-reconstructed atmospheric muons from
the Southern Hemisphere. There are several reasons why an event can be mis-reconstructed.
The main types of mis-reconstructed events are the muons entering the detector with a nearly
horizontal direction, the muons passing close to a corner of the detector and the coincident
events.

If a muon direction is nearly horizontal, a small error in the reconstruction makes a down-
going event to become a reconstructed up-going event. A particle passing close to the border
of the detector or even worse, in a corner of the detector can generate light that will reach the
detector mimicking an up-going particle.

A coincident event happens when two or more particles leave some light in the detector
within the same trigger time window. The system creates then an event containing the Hits
generated by several particles. The reconstructions will usually fail because they try to fit one
particle to the Hit pattern (with the exception of IceDwalk, see Section 3.4).

The solution to this problem is to split the event in order to obtain separate events each of
them containing the Hits related to one particle. As explained in the previous section, this is
usually done by constructing clusters. However, due to remaining noise hits and the fact that
there exists a horizontal dust layer near the middle of the detector, sometimes events may be
split by mistake (see Section 2.5.2 for more details about the dust layer).

Usually a splitting algorithm is followed by a recombination algorithm. Such an algorithm
tries to combine split events in case an event containing only one particle would have been
split erroneously.

3.2 Reconstructions at the South Pole

Since power and computing resources are very limited at the South Pole, the reconstructions
that are run before the filtering procedure must be fast and efficient. The most important re-
constructions run at the South Pole are LineFit and a likelihood based reconstruction named
PoleMuonLlhFit. More evolved algorithms are applied on a small subset of events but they
will not be discussed here because they are not used in the current analysis. This section will
focus on track reconstruction and will not enter the difficult topic of cascade reconstruction.
Since track events can be reconstructed with a higher accuracy than cascade events they are
more suitable for a point source analysis. For this reason the current analysis focuses only on
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track events.
It should be noted that simple cleaning and splitting algorithms are run on the data before

performing the reconstructions.

3.2.1 The LineFit algorithm

A description of the analytical LineFit algorithm can be found in [77] and [78]. The idea of
LineFit is very simple; it tries to construct a track based on Hit times and DOM positions. It
neglects the fact that the light emission follows a particular profile (Cherenkov cone) as well
as the scattering of light in the ice. The purpose of such a simple algorithm is to be used as a
seed for more complex reconstructions often based on likelihood maximisation techniques.

In more detail, if ti is the time of the Hit i and ri , the position of the DOM that recorded
the Hit i , one tries to minimise the χ2 function defined as [77]

χ2 =
NHi t∑
i=1

ρ2
i =

NHi t∑
i=1

(ri − r−v · ti )2 (3.1)

with respect to the free parameters that are the interaction vertex position r and the speed v
of the particle2 along the track. The advantage of this method is that it can be solved analyti-
cally [77].

The results of this fit (vertex point and direction) are then used as seed for Likelihood
based reconstructions. However, it has been shown that the results of the likelihood fit are
very dependent on the seed used. Hence, one might be penalised by using a too simple algo-
rithm to create the seed [78]. This led to the development of the improved LineFit which is
the algorithm that was applied to the data used in this work.

This improved algorithm solves two important drawbacks of LineFit [78]. First, it removes
Hits which are likely due to scattering in the ice by searching for a Hit happening a certain
time t after another Hit in a defined neighbourhood. Since the LineFit algorithm does not
take into account the scattering of light in the ice, the fit is misled by scattered Hits happening
after the particle has passed the area. Second, it uses a Huber fit instead of minimising a χ2.
This makes the algorithm more robust to noise. Indeed, noise Hits that were not removed in
the cleaning process can have an important impact on the fit due to the quadratic nature of
the fit.

The Huber function to minimise, H , can be written [78]

H =
NHi t∑
i=1

φ
(
ρi (t0,r,v)

)
, (3.2)

where t0 is the time corresponding to the interaction vertex and φ(ρ) is the Huber penalty

φ(ρ) =
{
ρ2 if ρ <µ
µ(2ρ−µ) if ρ ≥µ , (3.3)

2The speed v = |v| is not exactly the speed of the particle. It is the projection to 1 dimension of the light
propagating in the detector.
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Figure 3.1: Explanation of the different parameters used in the Likelihood reconstruction [77].

where the value µ has been optimised using simulations and is equal to 153 m. Once the fit is
performed, the Hits with ρ ≥ µ are tagged as noise Hits and a χ2 minimisation as in Eq. (3.1)
is performed on the cleaned Hits. This improves the LineFit accuracy but has the cost of a
longer processing time [78].

3.2.2 Likelihood reconstruction

Once a first guess algorithm like LineFit has been performed, a more evolved method is ap-
plied using the first guess as a seed. Like in the previous section, the goal is to extract the
value of several track parameters by fitting the data. The differences with respect to the previ-
ous section are the fit method used, a maximum likelihood in this case, and the fact that the
cone shape of the light emission is taken into account.

Following [77], the parameters that the likelihood tries to extract are r0, a point on the
track, the time t0 at which the particle position is r0, the energy E0 at this same position and
finally, the direction of the track p̂. The photons are assumed to be emitted at the constant
Cherenkov angle θc along the track. These parameters are represented in Fig. 3.1.

According to the geometrical configuration described in Fig. 3.1, the time tgeo at which the
photons are expected to be detected by a DOM is

tgeo = t0 + p̂ · (ri − r0)+di tanθc

c
, (3.4)

where di is the distance between the track and the DOM i (located at a position ri ) and c is
the speed of light in vacuum.



44 3. EVENT RECONSTRUCTION AND SIMULATION

From tgeo, one can construct the residual time tres ≡ tHit − tgeo . The next step in the likeli-
hood reconstruction is to define the Probability Density Function (PDF) for tres. This PDF will
depend on the different parameters described above such that it can be written as p1(tres|a),
where a = (r0, t0,E0, p̂) . This PDF can be constructed in different ways. It is based on simula-
tion of propagation of light in the ice (of course this depends on the ice model).

The simplest PDF that can be chosen considers for each DOM the detection of several sin-
gle photons. The reconstruction based on this simple PDF is named Single Photo Electron fit
(SPEFit). This is the algorithm used by the different filters at the South Pole (where it is called
PoleMuonLlhFit). Another possible algorithm named Multiple Photo Electron fit (MPEFit)
uses the PDF for detecting a number N of photons (instead of the PDF of detecting 1 photon
as for SPE) [77].

3.3 Offline Reconstructions

Once the data are filtered and transferred to the Northern Hemisphere, more computing
power is available and the events are re-processed with more time consuming reconstruc-
tions. Most of these reconstructions are likelihood reconstructions as explained in the previ-
ous section. The PDF used can change in order to use more information from the event. For
example, one could consider the product of a PDF for time arrival of the photons with a PDF
for the expected charge in the DOMs (see [78] for more details).

Another improvement consists of the use of an iterative procedure. At the first iteration,
the reconstructed track resulting from the maximised likelihood is used as seed. The point
r0 is taken to be the center of gravity of the Hits of the seed track. The time t0 is calculated
to correspond to the Cherenkov expectation and the zenith and azimuth angles are chosen
randomly. If the value of the likelihood maximisation is higher than the value obtained at the
first maximisation, the new reconstructed track becomes the seed for the next iteration. If the
new maximisation is not better than the previous one, the seed remains unchanged for the
next iteration. Usually, only few iterations are performed because of the required computing
time.

The most evolved reconstruction used in this analysis is MuEx4MPE [79]. It allows a re-
construction of direction and energy. It is a MPE likelihood reconstruction that uses a more
complicated likelihood which is a function of direction and energy. Prior to this reconstruc-
tion the HiveSplitter algorithm is used to further improve the cleaning.

3.4 The Direct-Walk reconstruction algorithm

The Direct-Walk algorithm was initially developed as a first-guess reconstruction for
AMANDA [77]. It has been updated for the ICECUBE configuration and was given the abil-
ity to reconstruct several tracks per event. The name was also updated to become IceDwalk.
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Below a brief description of the procedure is provided3.
The algorithm starts by constructing track elements (or TEs) which are straight lines con-

necting hit pairs. These pairs must satisfy specific distance and time separation criteria. The
next step associates Hits to these TEs. The criterion to associate a Hit to a TE is based on the
value of tres as defined above as well as the distance d represented on Fig. 3.1. Once the Hit
association procedure is over, the algorithm keeps the TEs that satisfy various quality param-
eters.

The selected TEs are called track candidates. Because several track candidates could orig-
inate from a single particle track, the algorithm will cluster the track candidates based on the
angle and the distance between them. The cluster of track candidates forms a jet. Following a
similar procedure, the jets are then merged through an iterative procedure. If a merger of two
jets gives a jet that satisfies the merging criterion with a third one, the new jet is merged with
this third one and it continues until no jet can be merged anymore. If the resulting jets satisfy
a quality condition, they are considered as tracks. The IceDwalk algorithm can thus provide
several reconstructed tracks for a single event.

The algorithm contains many parameters that can be optimised. From the minimum dis-
tance to form pairs to the maximum angle to merge track candidates or jets. There are three
sets of parameters because there are three types of IceDwalk reconstructions. The first type,
called IC uses all the available Hits and has the most stringent set of parameters, optimised
for the geometry of the standard IceCube strings. The second type, called I uses the same Hits
but has a looser set of parameters, optimised for the hybrid IceCube and DeepCore geom-
etry, such that if the IC reconstruction fails, the algorithm tries to run IceDwalkI. If both IC
and I fail, a third type of reconstruction is attempted using even more loose selection criteria
(optimised for the DeepCore geometry) to look for low-energy tracks. This last type is called
DC.

An optimisation of the parameters used in IceDwalk IC has been performed prior to the
use of the IceDwalk reconstruction in this analysis. For this optimisation, several variations of
11 parameters around their default values were considered. This investigation was performed
on neutrino simulations.

The difficulty resides in the fact that the more restrictive the parameters are, the better
the reconstructed tracks are but the number of events where IceDwalk fails is also larger. To
take this effect into account an objective function F was defined such that different parameter
configurations were compared based on this function. If the median angular resolution ob-
tained from the IceDwalk reconstruction is ψ̃, the percentage of events reconstructed as up-
going while they are down-going is�u (and the opposite is ��d) and if the percentage of events
on which IceDwalk succeeds is N , the objective function is

F = ψ̃× (�u +��d)

N
. (3.5)

3The details of the IceDwalk algorithm are available at http://www.iihe.ac.be/~ice3/ncfsdoc/
IceDwalk.html.

http://www.iihe.ac.be/~ice3/ncfsdoc/IceDwalk.html
http://www.iihe.ac.be/~ice3/ncfsdoc/IceDwalk.html
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Table 3.1: Summary of the difference between the optimised IceDwalk IC and the default one.
ψ̃ �u ��d N

Optimised 5.6◦ 3.6% 6.6% 83%
Default 5.9◦ 5% 7.4% 88%

Table 3.2: Values of the most relevant parameters for the IceDwalk IC reconstruction.
Dmin Dtmarg MaxDhit Dthitmin Dthitmax

120 m 250 ns 3 λ -50 ns 250 ns

The best set of parameters is the one that minimises F .

It was found that the most relevant parameters are

• Dmin: Minimum distance between 2 Hits to form a TE.

• Dtmarg: Maximum time difference between 2 Hits to form a TE.

• MaxDhit: Maximum distance for a Hit to get associated to a TE.

• Dthitmin: Minimum time residual between a Hit and a TE for association.

• Dthitmax: Maximum time residual between a Hit and a TE for association.

A summary of the difference between the default IceDwalk IC and the optimised IceDwalk
IC can be found in Table 3.1. After this optimisation, we realised that the parameter Dmin
does not affect the quality of the reconstruction but only the number of events on which the
reconstruction will succeed. Hence, the value of Dmin was slightly lowered from the opti-
mised value. The values of the five most relevant parameters for the IceDwalk IC used in this
analysis are presented in Table 3.2. The parameter MaxDhit is given as a function of the scat-
tering length λ. This scattering length can take three values in function of the location in the
detector (above the dust layer, in the dust layer and below the dust layer).

Because of the various steps of the IceDwalk algorithm, it turns out to be robust with re-
spect to noise. Due to this robustness, IceDwalk can also be used as a Hit cleaner. Once the
algorithm has finished processing the data of an event, it returns a direction as well as the set
of Hits associated to the final reconstructed tracks. One can then run another reconstruction
like LineFit on the Hits that were selected by IceDwalk. This hybrid reconstruction is named
LineFit4Dwalk and it is the Direct-walk based reconstruction that will be used in this analy-
sis. The LineFit reconstruction has the advantage of being an analytical procedure from which
one can extract the speed v as explained in the Section 3.2.1.
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3.5 Event simulations in ICECUBE

Two simulations were used in this analysis. The first one generates neutrinos and the second
one generates cascades induced by cosmic rays. In both cases, the simulations start by gen-
erating primary particles following a specific energy spectrum. Then these primary particles
are propagated through the different media (air, ice, rock) taking into account the production
of secondary particles and the different energy loss mechanisms [69].

When the simulation propagates particles in the ice, it takes care of the Cherenkov emis-
sion as well as the scattering of the produced photons. This specific part of the simulation
uses ice models (see Section 2.5.3) and assumes that the ice properties vary only in function
of the depth. Once the photon propagation phase is over, the DOM response to these photons
is simulated and the entire data treatment is reproduced in the same way as it is done for real
data.

The simulation code which generates the background induced by the cosmic rays is COR-
SIKA (COsmic Ray SImulation for KAscade) [80]. The one used for neutrino generation is
named NuGen and is based on the program ANIS [81]. For efficiency reasons, the NuGen al-
gorithm forces all generated neutrinos to interact in the specified volume. In order to take this
effect into account when dealing with NuGen events, one must weight the events by the prob-
ability of interaction. The weight wi of an event i is provided as a parameter called OneWeight
in all simulated data and does not need to be calculated by the user.

These weights are also used in the re-normalisation procedure to reflect a certain neutrino
energy spectrum. If one wants to use a NuGen simulation following a flux dΦ

dE , every event of
the NuGen sample will have to be weighted by wi × dΦ

dE to represent the actual event rates in
the ICECUBE detector.





4
Event Selection

A
fter the introduction to the cleaning and reconstruction algorithms in ICECUBE in the
previous chapter, this chapter will be dedicated to the use and the combination of
these algorithms to extract the relevant information from the data for the final anal-

ysis. The main purpose of the event selection presented in this Chapter is to extract possible
signal events that would produce a muon induced track in the detector.

The event selection is composed of two parts. The first one is a pre-selection named
QualDist that uses a novel method developed for this thesis research. The second part uses a
Boosted Decision Trees (BDT) algorithm to efficiently discriminate background events from
possible signal events. A detailed description of these two parts will be followed by the expla-
nation of the various variables that allow to quantify the performance of the event selection.

The starting point of the event selection is the so-called Level2 of the standard IceCube
data processing chain. This consists of all ICECUBE events that have passed at least one of
the physics filters and it contains offline processing and reconstructions (see Section 3.3 for
details). A selection is made from the Level2 data since we use only the MuonFilter and the
EHEFilter. In this chapter, all relative amounts of signal and background will be given with
respect to the Level2 rate rL2 for events having passed one of these two filters.

During the first phases of the development of the event selection, more filters were used.
However, it turned out that the other filters were not increasing the amount of relevant signal
events but were increasing the amount of background. This is an interesting result on its own
since it confirms the high efficiency of the MuonFilter.

The dataset used as signal consists of 1000 NuGen files generated with the Spice-Mie
ice model (see Section 3.5 for details) from which only up-going events have been selected.
These NuGen events need to be weighted to take into account simulation effects. During
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this weighting process one has to assume a specific energy spectrum. As explained in Sec-
tion 1.3.1, the generic spectrum generated by Fermi acceleration is E−2. In order to be as
model independent as possible, this generic spectrum will be used to weight the NuGen
events through the analysis (i.e. dΦ

dE ∝ E−2). Furthermore, using this spectrum allows a di-
rect comparison with other analyses since it is used as a generic benchmark spectrum.

The background sample is formed from 38 samples of 2 hours of real data when no GRBs
were detected. This background sample is called a burn sample.

4.1 Pre-selection

From the comparison of the IceDwalk reconstruction with other types of reconstructions, we
realised that depending on the type of reconstruction, the types of mis-reconstructed events
were different. For instance, IceDwalk seems to be robust with respect to the noise but has the
tendency to fail the reconstruction of events that have a nearly vertical or horizontal direction.
On the other hand, likelihood based reconstructions like MPEFit do not have this tendency of
mis-reconstructing events coming from a specific direction but they are more sensitive to
noise.

Given these observations, the idea arose to combine several reconstructions to gain from
their respective efficiencies. The first attempt to combine reconstructions was to build a se-
lection that would keep an event if a certain fraction of the used reconstructions were of good
quality. In order to define a good quality reconstruction, a quality parameter was defined for
every reconstruction and ranges of values for these quality parameters were defined.

The problem with this first attempt is the enormous number of parameters. One should
have optimised on the number of reconstructions to be used, the fraction of good quality
reconstructions of an event to be kept and on all the ranges of the quality parameters that
define good quality reconstructions. Due to this drawback, another approach was followed.
Instead of having as many conditions as reconstructions to fulfill the acceptance of an event,
it is simpler to build a distribution containing all the quality parameters of all the considered
reconstructions and to perform a cut on this continuous distribution.

4.1.1 QualDist

Such a distribution was named QualDist for Quality Distribution. It removes the necessity of
defining a range for the quality variables of every reconstruction and allows to select the ideal
set of reconstructions to be used in a single optimisation process.

QualDist combines the quality parameters of the reconstructions by summing them. This
requires that all quality parameters have comparable values for well-reconstructed events.
Since the various parameters had very different ranges of possible values, they were all renor-
malised to lie between 0 and 1. The value 0 corresponds to a mis-reconstructed event and the
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value 1 corresponds to a perfectly-reconstructed event. A first QualDist possibility is then

QD =
Nreco∑

i
qi , (4.1)

with QD the QualDist value of the event and qi the quality parameter of the reconstruction
i . This definition of QualDist can be improved by associating a weight to every reconstruc-
tion. Indeed, all reconstructions are not equivalent; some have a better performance than
others and hence should have a higher weight in the distribution. Another improvement is to
subtract the quality parameter if the reconstruction output is a down-going track.

If Wi is the weight associated to the reconstruction i and if a = 0 for up-going recon-
structed tracks and a = 1 for down-going reconstructed tracks, we have

QD =
Nreco∑

i
(−1)aWi ×qi . (4.2)

This is the definition of QualDist as used for the pre-selection of events. The weights Wi are
calculated using a two step numerical procedure explained in the next section.

The used quality parameter depends on the reconstruction procedure. In the case of Lin-
eFit reconstructions (including LineFit4Dwalk), the quality parameter is β= v

c where v can be
interpreted as the particle velocity in case of tracks as explained in Section 3.2.1 and c is the
speed of light. In the case of likelihood reconstructions the quality parameter is the Reduced
Log-Likelihood (RLogL) value of the likelihood fit. This RLogL value is defined as the ratio of
the negative Log-Likelihood fit (LogL) to the number of degrees of freedom ndof [82]. Since
there are 5 parameters in the likelihood fit, we have

RLogL = LogL

ndof
= LogL

nch −5
, (4.3)

with nch, the number of channels (i.e. the number of DOMs used in the fit). The distributions
of RLogL for MPEFit and β for LineFit4Dwalk are shown in Fig. 4.1.

Since all quality parameters qi ∈ [0,1], we define the transformations

qLlh =
{

6
RLogL if RLogL ≥ 6

1 if RLogL < 6
(4.4)

qLf =
{
β if β≤ 1

2−β if β> 1
(4.5)

with qLlh the quality parameter of the likelihood based reconstructions and qLf the quality
parameter of LineFit reconstructions.
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Figure 4.1: Example of QualDist variables. Panel (a) shows the distribution of the RLogL vari-
able associated to the MPEFit reconstruction. Panel (b) shows the distribution of the β vari-
able associated to the LineFit4Dwalk reconstruction. In both panels, the simulated signal is
in red and the background is in blue.

4.1.2 Optimisation procedure

In order to combine the various reconstructions in the most efficient way, an optimisation of
the reconstruction weights has been performed. This optimisation is based on simulations
and uses as signal only well-reconstructed up-going NuGen events. A well-reconstructed
event is defined as an event which is reconstructed within 5◦ of the simulated neutrino by
at least one of the considered reconstructions. Unless it is specified differently, all references
to signal in this section will mean well-reconstructed up-going NuGen events.

The optimisation is performed in two steps. The first step consists of associating five pos-
sible weights to each reconstruction and to test all possible combinations of weights and re-
constructions. The five possible weights are 0; 0.5; 1; 1.5 and 2. If there are N reconstructions,
there are then 5N possible sets of weights. The optimal set is found by selecting the one that
maximises the amount of signal while reducing the background to a specific level.

At the end of the first step, each reconstruction has a weight associated to it. The recon-
structions that have a weight of 0 do not contribute to QualDist and are thus removed from the
optimisation. In this way, the weight optimisation also allows to define the most appropriate
set of reconstructions to use.

The second step generates random weights from a Gaussian distribution centered at the
value of the weights obtained at the first step and with a standard deviation of 0.5. Similarly as
for step 1, the selected weights are the ones that maximise the signal efficiency for a specific
background level.

Since the choice of this specific background level has an influence on the optimal set of
weights, three background levels have been used in the QualDist optimisation. These possible



4.1. PRE-SELECTION 53

Table 4.1: Comparison of signal efficiencies for three possible BDT cuts applied after three
different QualDist optimisations (see the text for details). The QualDist optimisation that re-
duces the background level to 0.01× rL2 is the most efficient one.

QualDist optimi-
sation

BDT cut at r = 1 mHz BDT cut at r = 2 mHz BDT cut at r = 4 mHz

0.05× rL2 42% 67% 86.5%
0.01× rL2 64% 76% 87.5%
0.005× rL2 62% 75% 86%

Table 4.2: Weights associated to the five selected reconstructions. These weights are the re-
sults of a two step numerical optimisation as explained in the text.

LineFit4DWIC LineFit SPEFit MPEFit LineFit_HiveSplit
0.29 0.63 1.58 3.5 0.33

background levels are 0.05×rL2; 0.01×rL2; 0.005×rL2. The difficulty with these three possible
background reductions is that it is impossible to know which one is the best before having ap-
plied the Boosted Decision Trees (BDT) as we will see in the next section. This comes from the
fact that the event selection has to be the most efficient at the final level, where the statistical
method will be applied. Thus, which QualDist selection will be the most optimal one after the
application of the BDT on the remaining data, is a difficult question to answer a priori.

The method that was applied to resolve this is the following. After having optimised
through the two step procedure the three possible background levels, a BDT algorithm (see
next section) was trained and applied to the three optimised QualDist outputs. The signal
efficiencies were then compared after the BDT selection. Once again, the signal efficiencies
have to be compared at a specific background level. Since the previous IC86 GRB analysis had
a final background rate of 3.8 mHz, it was decided to compare the signal efficiencies at 1 mHz,
2 mHz and 4 mHz. The signal efficiencies of the three possible QualDist optimisations after
three possible BDT cuts are shown in Table 4.1.

Given the results shown in Table 4.1, the QualDist optimisation that yields the highest sig-
nal efficiency while reducing the background to 0.01× rL2 seems to be the best optimisation.
Using this optimisation, the finally selected reconstructions and their associated weights are
shown in Table 4.2.

Because of the numerical optimisation, one has to make sure that there is no over-training
in the weight optimisation. Indeed, a too precise optimisation could be extremely well
adapted to the set of data used in the optimisation but the results could be far from opti-
mal when applied to a different set of data. This verification is performed by super-imposing
the QualDist output for the sample used in the optimisation (training sample) and another
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Figure 4.2: QualDist distribution for signal in red and background in blue. The solid lines in-
dicate the training samples used for the optimisation of the weights and the markers indicate
the test samples.

Table 4.3: Signal efficiencies for well-reconstructed signal events and all signal events as well
as the background rate after the QualDist selection (QualDist level) as explained in the text.

Well-reconstructed signal All signal Background
90.5% 80% 0.35 Hz

sample (test sample). This over-training verification is shown in Fig. 4.2 from which it is seen
that no over-training has occurred.

The QualDist distribution for signal and background can also be seen in Fig. 4.2. A more
informative representation of QualDist is shown in Fig. 4.3. In this figure, one can read the
signal efficiency on a linear scale and the background efficiency on a logarithmic scale. This
allows to precisely quantify what a given QualDist cut can achieve. Both signal and back-
ground efficiencies are calculated with respect to Level2 data (and only for Muon and EHE
Filtered events as mentioned before).

Since the selected optimisation reduces the background by a factor one hundred, the cor-
responding QualDist cut value is 0.671. The signal efficiency and the background rate after
this cut (at QualDist level) are summarised in Table 4.3.
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rithmic scale can be read from the right axis. The green line corresponds to a possible measure
of the efficiency of the cut.

4.2 Boosted Decision Trees

A decision tree is a simple method that allows to classify an event either as signal or back-
ground. A decision tree is composed of nodes as can be seen in Fig. 4.4. The first node is
called the root node and the final ones are called leaf nodes. The decision tree is built by
using a signal sample and a background sample. This phase is called the training (more in-
formation about BDTs and their implementation can be found in [83]).

The training for a tree works as follows. At each node the algorithm performs a cut on
a given variable such that it maximises the signal-background separation. Once arrived at a
leaf node, the events of the node are classified as signal (resp. background) if the majority of
events are signal (resp. background) events. Since the algorithm searches for the variable and
the cut that maximises signal-background discrimination, it is possible that some efficient
variables are used at several nodes while less useful variables are not used at all. In this way
the algorithm will only use the efficient variables which makes it robust against variables that
have a poor separation power.

There are several possible criteria to search for the optimal cut at each node. The criterion
used in this analysis is the Gini Index [83]. If the purity p is defined as the ratio of the number
of signal events to all the events at a given node (i.e. p = S

S+B ), then the Gini Index is p(1−p).
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S/(S+B)=0.945

S/(S+B)=0.613 S/(S+B)=0.068

S/(S+B)=0.443

MuEx_MPE> 16.7
S/(S+B)=0.051

S/(S+B)=0.126

avgQtotDom> 51.5

S/(S+B)=0.503

QualDist<0.749

Decision Tree no.: 0Pure Signal Nodes

Pure Backgr. Nodes

Figure 4.4: Example of a decision tree. At each node, starting from the root node, the most ef-
ficient cut on a variable is performed in order to increase the ∆G(p) between the parent node
and the daughter nodes as explained in the text. At the leaf nodes, the events are classified as
signal if p > 0.5 and background if p < 0.5.

At each node the algorithm selects the variable and the cut on that variable that will maximise

∆G(p) =G(p)−G(p1)−G(p2) , (4.6)

where p1 is the purity of the first daughter node and p2 is the purity of the second one.
One might be tempted to build (or grow) a very long tree in order to get the most efficient

signal-background separation. The risk of a large tree is that it would be extremely efficient
on the trained sample but could perform very differently on any other sample. As for the
QualDist method, this phenomenon is called over-training. There are several methods that
can increase the performance of the decision tree without risking over-training.

The first method is called boosting. Instead of considering a single decision tree one might
consider a large number of trees (a forest) such that each event receives a score based on the
classifications of the various trees. The boosting procedure generates different weights for
the events and grows trees one at a time adapting the weights at each tree. The purpose of
the boosting is to increase the efficiency of the algorithm by boosting the weight given to
misclassified events in the hope that they will be classified properly in the next tree.

Another possibility which is compatible with boosting is bagging. This procedure trains
several forests on a re-sampled training sample and takes the average of the BDT output for
each event. The re-sampling procedure is done by generating random weights for the events
of the training sample.

In this analysis, the Toolkit for Multivariate Data Analysis (TMVA) has been used [83]. This
suite has been developed at CERN and offers the possibility to use various machine learning
algorithms. A brief comparison of several algorithms has been performed and the BDT with
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Figure 4.5: Comparison of several multi-variate methods. The BDT with the AdaBoost boost-
ing method gives the best performance.

the AdaBoost boosting method gave the best performance as shown in Fig. 4.5.

4.2.1 BDT variables

The question of which variables to use in the BDT is not trivial. Indeed, a variable could
have a low discrimination power on its own but could become efficient when combined with
several others in a BDT. Fortunately, the BDT procedure is very robust with respect to the
introduction of variables with a low separation power. The method that was followed is to use
as many variables as possible and to remove one by one those which do not contribute to the
BDT.

The variable selection started with the choice of the cleaning algorithm. As explained in
Section 3.1.1, the HiveSplitter cleaner was finally used in this analysis. After the QualDist se-
lection (QualDist level), two cleaning algorithms were compared as well as the absence of any
cleaning1. These two cleaning algorithms are HiveSplitter and another one called TWSRT.
Several possible variables, including the Center of Gravity (COG) of all Hits, angles between
several reconstructions and MuEx4MPE specific variables, were computed and compared
based on the three possible cleaning solutions.

1It is useful to explain why LineFit run on HiveSplit selected Hits is used in QualDist while the HiveSplit
cleaner has been chosen after the QualDist selection. The reason is that a first QualDist selection did not in-
volve reconstructions on the HiveSplit selected Hits and later, after that the HiveSplit cleaner was chosen for the
BDT variables, a new version of QualDist was optimised using LineFit run on HiveSplit selected Hits.



58 4. EVENT SELECTION

Figure 4.6: Comparison of the variable MuEx4MPE_zenith without cleaning (top), with HiveS-
plit cleaning (middle) and with TWSRT cleaning (bottom). This comparison has been per-
formed on three subsamples, signal vs. background (left), coincident vs. non-coincident
(center) and mis-reconstructed vs. well-reconstructed (right). In the case of the signal vs.
background, signal is in red, background in blue and CORSIKA in green. The coincident
events are in red and the non-coincident in blue and the mis-reconstructed are in blue and
the well-reconstructed in red.
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The comparison of the variables was based on different subsamples of events:

• Signal vs. Background,

• Well-reconstructed vs. Mis-reconstructed,

• Coincident vs. Non-coincident.

Based on these subsamples, it was possible to obtain an overview of the variable sep-
aration power. An example of the comparison of the various cleaning procedures for the
MuEx4MPE_zenith variable using the different subsamples is shown in Fig. 4.6 where one can
notice that the HiveSplit cleaning allows a better background/signal separation.

Most of the used variables can be classified in four categories. The first one contains the
angles between different reconstructions or between the same reconstruction run on differ-
ent Hits. The second category contains the variables which are reconstruction specific, this
can be both the output of the reconstruction as well as a quality estimator. A set of efficient
variables has been developed within the ICECUBE collaboration and is known under the name
of common variables. Some of the variables belonging to this set have been used and they
form the third category. Finally, some newly designed variables enter the last category.

The various variables that entered in the BDT are described in Table 4.4. The common
variables set uses the HiveSplit selected Hits and for the variables that require a reconstructed
track, MuEx4MPE was used. In the case of avgQtotDom, trEmpLength and trHitSepLength,
only DOMs or Hits that belong to a specified cylinder are used. This cylinder is positioned
along the track with a radius of 150 m. An overview of the variable distributions is presented
in Appendix B.
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Table 4.4: Variables used in the BDT with a brief description and their importance in the BDT.
Variable Brief description Importance

in BDT

Angle between reconstructions

LineFit_GeoSplit Angle between the two LineFit reconstructions ap-
plied on GeoSplit Hits

4.87×10−2

MPEFit_GeoSplit Angle between the two MPEFit reconstructions
applied on GeoSplit Hits

5×10−2

MuEx_MPE Angle between MuEx4MPE performed on the
HiveSplit cleaned Hits and MPEFit

3.9×10−2

MuEx_LF Angle between MuEx4MPE and LineFit both per-
formed on the HiveSplit cleaned Hits

3.85×10−2

DW_Lf4DW Angle between Dwalk and LineFit4Dwalk 2.03×10−2

Reconstruction specific variables

MPEFit_Qual MPEFit quality parameter (cf. Section 4.1.1) 5.88×10−2

LineFit_HiveSplit_Qual LineFit quality parameter (cf. Section 4.1.1) 4.64×10−2

MuEx4MPE_HiveSplit_zen Zenith angle obtained from MuEx4MPE 4.89×10−2

MuEx_Sigma Difference between two iterations of MuEx4MPE 4.08×10−2

Common variables

cogZ Center of gravity of Hits along the vertical axis 5.74×10−2

cogZSigma Standard deviation of the cogZ distribution 5.3×10−2

ZTravel Average of the Z values of all DOMs minus the av-
erage of the Z values of the first DOM quartile

4.89×10−2

avgQtotDom Average DOM distance from the track weighted by
the total charge of each DOM for DOMs that be-
long to the specified cylinder

6.07×10−2

trEmpLength Maximum length along the track without Hits for
Hits that belong to the specified cylinder

6.66×10−2

trHitSepLength Distance along the track between the COG of the
first quartile and the COG of the last quartile for
Hits that belong to the specified cylinder

5.24×10−2

New variables

DWZtravel ZTravel applied on Dwalk selected Hits 4.62×10−2

QualDist QualDist as described in Section 4.1.1 6.59×10−2

avgDistCenterR Average distance of the Hits from the center of the
detector in the horizontal plane

5.54×10−2

avgDistCenterZ Average distance of the Hits from the center of the
detector in the vertical axis

5.55×10−2

avgDistTrack Average distance of the HiveSplit Hits to the
MuEx4MPE track

4.63×10−2
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4.2.2 BDT output

The result of the BDT is a score for each event between -1 and 1. The -1 score corresponds to
pure background events and a score of 1 corresponds to pure signal events. The BDT output
for signal, background, atmospheric neutrinos and background simulation (CORSIKA) is pre-
sented in Fig. 4.7. As for QualDist, one should verify that there is no over-training. This can
be done by super-imposing a testing sample and a training sample as shown in Fig. 4.8 from
which it is seen that no over-training occurred.

BDT
0.6− 0.4− 0.2− 0 0.2 0.4

R
at

e(
H

z)

0

0.005

0.01

0.015

0.02

0.025

0.03

Signal (E-2)
Burn
Honda2006
Corsika
All simulations

BDT
0.6− 0.4− 0.2− 0 0.2 0.4

ra
tio

 d
at

a/
si

m
 

0

0.5

1

1.5

2

(a)

BDT
0.6− 0.4− 0.2− 0 0.2 0.4

R
at

e(
H

z)

7−10

6−10

5−10

4−10

3−10

2−10

Signal (E-2)
Burn
Honda2006
Corsika
All simulations

BDT
0.6− 0.4− 0.2− 0 0.2 0.4

ra
tio

 d
at

a/
si

m
 

0

0.5

1

1.5

2

(b)

Figure 4.7: BDT output in linear scale (a) and logarithmic scale (b). Signal is in red, back-
ground in blue, CORSIKA in green, atmospheric neutrinos (Honda model) in purple and the
sum of CORSIKA and atmospheric neutrinos in black.

It is often useful to have an idea of the linear correlation between the variables used in the
BDT, this is shown in Fig. 4.9. Many multivariate methods like neural networks for example
are very sensitive to high correlations between variables. The BDT is a very stable algorithm
that is not very sensitive to strong correlations. However, it is possible that the introduction of
a variable that would be strongly correlated to another one would decrease the BDT perfor-
mance. In this analysis, all correlated variables have been removed one by one and only those
that had a positive effect on the BDT were kept.

Another interesting visualisation of the BDT output is the purity. The purity is defined
as the rate of atmospheric neutrinos over the rate of background (burn sample). It is thus 0
if the background, due to mis-reconstructed down-going muons or noise, is several orders
of magnitude larger than the amount of atmospheric neutrinos and it is equal to 1 if only
atmospheric neutrinos remain in the background sample. The purity is shown in Fig. 4.10.
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Table 4.5: Signal efficiency and background rate at a BDT cut of 0.07.
Well-reconstructed signal All signal Background

86.3% 72.6% 3.57 mHz

4.3 Results

The next step of the event selection is to define a cut value on the BDT score. However, this cut
needs an optimisation that will depend on the chosen statistical method in order to maximise
the sensitivity for discovery. The discussion and the selection of the statistical method is the
subject of the next chapter where it will be explained that the optimal cut is at 0.07.

The signal efficiency after QualDist and after a BDT selection at this cut is shown in Fig. 4.11.
The overall signal efficiency for well-reconstructed signal as well as for all signal events and
the background rate for the BDT cut at 0.07 are presented in Table 4.5. As can be seen from
Fig. 4.10, the purity at this BDT cut is above 80%. We have thus reduced the background
to the irreducible atmospheric neutrino level while retaining more than 86% of the well-
reconstructed signal events.

Several quantities can be calculated to measure the overall performance of the event se-
lection. One of these quantities is the effective area which is defined as

Aeff =
observed event rate

incoming flux
. (4.7)

It is calculated using signal simulation and relates the efficiency of the performed cuts with
the sensitivity to a specific signal flux. The higher the effective area, the higher is the amount
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Figure 4.9: Linear correlation between BDT variables for signal (a) and background (b).
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of signal kept. The effective area can be visualised in Fig. 4.12 where it is compared to the
one of the previous IC86 Northern Hemisphere track search from GRBs [84]. Based on the
effective area, the event selection performed in this analysis seems to keep more signal than
the previous analysis and consequently should be more sensitive. The obtained effective area
is about a factor 1.2 higher than the one of the previous GRB analysis.

However, one should always compare effective areas in combination with the median an-
gular resolution. This comes from the fact that it is important to have more signal but it is not
useful if the increase in the signal efficiency is due to mis-reconstructed signal events. Such
events that will have a poor angular resolution will not contribute to the search for neutrinos
from GRBs because they do not point precisely enough towards a GRB.

The median angular resolution of this analysis is 0.77◦ (see Fig. 4.13) while the angular res-
olution of the previous IC86 GRB analysis is 0.72◦. The signal simulations used in the analyses
are different because in the current analysis newer simulations were used which generate
a higher amount of noise to better fit the recorded data. Taking this into account, the cur-
rent analysis reflects an overall improvement in the event selection with respect to previous
searches.

This improvement is due to several effects. The first one is the development of the pre-
selection method QualDist. While previous analyses where using straight simple cuts as pre-
selection, the QualDist method allows a more efficient signal-background separation.

Furthermore, the starting point of this analysis was the Level2 data where only filtering
procedures have been applied. Previous searches started at a level called OnlineL2 which
starts from the MuonFilter and applies additional cuts in order to reduce the amount of events
in order to run more evolved reconstructions directly at the South Pole. In the final sample
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of the current analysis, 4.5% of events do not satisfy the OnlineL2 criteria and would have
been discarded if the event selection had started at OnlineL2 instead of Level2. These 4.5% of
events have an angular resolution of 1.43◦ and are thus interesting events for a point-source
analysis.

The event selection performed in the current analysis is more efficient in retaining well-
reconstructed signal events than previous analyses and it includes new events which were
not considered in the previous IceCube analysis. This allows for a possible deviation from
previously published results where no neutrino signal from GRBs was detected.





5
Statistical Methods

0
nce the selection of events is finalised, one needs to use a statistical method to assess
the significance of the observations. This chapter is dedicated to the study of the most
appropriate statistical method for the search of neutrinos from long GRBs. In order to

compare different statistical methods, a toy-model has been developed. This toy-model will
be explained in the beginning of this chapter. This will be followed by a description of the
various methods that have been implemented and compared. Finally, the results of the study
will be presented as well as the optimisation of the BDT score cut value.

5.1 Toy-Model

5.1.1 General concept

In order to allow a fair comparison between the different statistical methods, the toy-model
needs to be as realistic as possible. Even though the purpose of the toy-model is to draw con-
clusions about the specific case of the search for neutrinos from long GRBs, we have created
a tool that is generic enough such that it can be applied to other analyses that would search
for neutrinos coming from short GRBs or any other subset of GRBs.

Following the requirements above, the toy-model has been implemented to work with
only a few key parameters. These parameters are the expected background rate, the angu-
lar and time windows that are considered and the median angular resolution of the event
selection (ψ̃= 0.77◦). In addition to these parameters, the user must also provide a list of ob-
servations about GRBs. In the case of the analysis presented in this thesis, a list of long GRB
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parameters, as obtained from the GCN notices of the various satellite observations, has been
used. These GRB parameters include the angular position uncertainty σGRB, the T90 duration
and the redshift.

This list of GRBs was obtained from an ICECUBE tool called GRBweb1 which compiles in-
formation from various satellites dedicated to GRB observations as mentioned in Section 1.1.
The field of view of these satellites goes from 1.4 sr (SWIFT) to almost 4π sr (Fermi GBM).
Using GRBweb, it is possible to select GRBs that were detected during specific ICECUBE con-
figurations as well as during successful runs (i.e. times without detector failure). The selection
of long GRBs in the Northern Hemisphere during four years of IC86 operation gives 468 GRBs.
A full overview of these 468 long GRBs and their parameters as used in the current analysis is
presented in Appendix A.

Once these parameters are entered, the user can vary the number of injected signal events
in order to obtain the sensitivity of the methods. The angular and time windows can be op-
timised and the angular resolution is given from the event selection. The difficult parameter
is the expected background rate. In order to know the final background rate, one must per-
form an optimisation on the BDT score which depends on the statistical method used. It is
then necessary to use an estimation of the background rate when searching for the optimal
statistical method. It was decided to consider a background rate of 3 mHz, corresponding to
the atmospheric neutrino background rate, for all the statistical method investigations (the
previous IC86 GRB analysis had a final background rate of 3.8 mHz).

In high-energy particle physics, it is common to express the significance of an observation
through the p-value. In the context of hypothesis testing, if the background-only hypothesis
is H0 , the p-value is the probability that the observed data support H0. The lower the p-value,
the lower is the probability that the data are compatible with the background-only hypothesis.
This background-only hypothesis can be represented by different distributions depending of
the statistical method used as explained in Section 5.2. By convention, a discovery is claimed
if the p-value is lower than 2.9×10−7 which represents a 5σ (single-sided) Gaussian deviation
from the mean value.

In the toy-model, the comparison of several statistical methods is achieved by comparing
their average p-value. The p-value is obtained in two steps. First, one computes the test statis-
tic Tdata of a specific method on the data. In this chapter "data" will stand for the sum of back-
ground plus signal events. In the toy-model, the data are composed of simulated background
and injected signal events. Once Tdata is known, one needs to compute the test statistic Tbkg

value on a large number of background-only simulations. The p-value is then obtained by
counting how often Tbkg ≥ Tdata and by dividing by the number of background-only simula-
tions performed. In other words, the p-value is the answer to the question in which fraction
of the cases the test statistic value of the data can be found or can be overtaken in the case of
a pure background hypothesis.

In order to save computing time, a data set (background plus signal) is generated and all

1GRBweb is accessible from http://grbweb.icecube.wisc.edu .

http://grbweb.icecube.wisc.edu
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Figure 5.1: The stacking procedure. The GRB time windows are stacked in the way that all
their trigger times are set in the middle of the time window (at t = 0).

the methods that are compared return their Tdata from that same sample. Then, background-
only simulations are performed such that at each simulation the various Tbkg of the different
methods are computed and compared to their respective Tdata. The procedure is then re-
peated with other data sets and the average of the obtained p-values is used to compare the
methods.

5.1.2 The stacking procedure

The current analysis will search for a possible neutrino signal from long GRBs. However, since
the expected amount of neutrinos per GRB is lower than 1 [84], one needs to stack the events
of the four years GRB sample in order to obtain a possible detectable signal. This stacking
procedure starts by selecting time windows centered at the GRB trigger times as sketched in
Fig. 5.1. All the events belonging to these time windows are then stacked by considering their
time difference between the event times and their associated GRB trigger time. In this way,
all the trigger times happen at the time t = 0, the events detected before the GRB trigger time
have a negative t and the events detected after the GRB trigger time have a positive t .

This method implies that in the case a GRB has a duration longer than half the time win-
dow, the events detected outside the time window will not be considered. Since the GRBs have
different durations, the events detected during the afterglow emission from a shorter GRB will
be stacked with the events detected during the prompt emission of a longer GRB. This effect
makes it impossible to define a specific afterglow time. On the contrary, the identification of
the events that are detected before the GRB (precursor events) is trivial since it corresponds
to all events with a negative t .



72 5. STATISTICAL METHODS

t [s]
100− 50− 0 50 100 150

P
D

F

0

2

4

6

8

10

12

14

16
3−10×

Figure 5.2: Example of a time distribution for prompt signal events.

5.1.3 Event generation

In the toy-model, an event is the set of two observables. The first one is the time between
a GRB trigger and the considered event and the second one is the angle between the recon-
structed event and a GRB location. In the case of background, the toy-model starts by sim-
ulating events isotropically for every considered GRB according to the specified rate and the
angles between events and the GRB are computed. For the events that fulfill a maximum an-
gle criterion, a time is drawn from an uniform distribution according to the considered time
window and it is associated to the event.

In the case of signal events, the angular distance between an event and a GRB is randomly
generated from a Gaussian with a standard deviationσ that depends on the angular resolution
ψ̃ of the event selection and the position uncertainty of the associated GRB σGRB such that

σ=
√
ψ̃2 +σ2

GRB.
The time information of the prompt signal events is generated from a distribution which

is flat during T90 and has Gaussian tails on each side. Fig. 5.2 shows an example of such a dis-
tribution. The Gaussian tails avoid a too sharp distribution and are computed with a standard
deviation equal to T90.

The aim of the toy-model and of the analysis in general is to find a method that would be
sensitive to all GRB phases of possible neutrino production which are precursor, prompt and
afterglow. It is then necessary to generate signal events other than prompt events to test the
various methods. As explained above, due to the stacking procedure, the case of afterglow is
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more difficult to define. Since the precursor events correspond to all events with a negative t ,
it is a clear distinct signal from the prompt events. Thus, the possibility to generate precursor
events was implemented in the toy-model.

However, when simulating precursor events, the problem of which physical model to use
arises. There is unfortunately no consensus on when the precursors are expected. However,
several theorists seem to agree on the general time-scale of 10 to 100 s prior to the GRBs [47,
85, 86]. We decided to consider in the toy-model the best case scenario where all neutrinos are
emitted at a fixed time prior to the GRB trigger time at the source. If a method fails to detect
the most obvious precursor signal, then one can conclude that the method is not sensitive to
precursors. Following this idea, precursor events are simulated exactly two minutes before the
GRB trigger time at the source for all GRBs. The simulated time of detection of these precursor
events varies with the redshift z such that a precursor event is effectively generated at a time
t =−120 s × (z +1).

In the full four years long GRB sample considered in this analysis, 19% of the bursts have
a known redshift. In order to generate a redshift in the toy-model for the remaining 81% of
GRBs, the distribution of the observed redshift by the SWIFT satellite was used. The unknown
redshifts were then randomly drawn from this distribution of 261 observed2 redshifts. Since
GRBs that are closer are easier to detect, the redshift distribution of observed GRBs is biased
towards lower values. However, the same bias applies to the list of GRBs used in the current
analysis. Since redshift values are selected from the SWIFT distribution in order to fill the
missing redshifts in the list of observed GRBs, it is expected that these randomly selected red-
shifts correctly represent the distribution of observed GRBs. The histogram used to generate
unknown redshifts is presented in Fig. 5.3.

5.2 Description of the statistical methods

A total of seven methods have been implemented and compared through the toy-model. For
all these methods, several parameters needed an optimisation. The first parameter to opti-
mise is the size of the angular window centered at the GRBs position within which events will
be selected and will thus contribute to the test statistic calculation.

During this first phase, already several methods appeared clearly less significant than oth-
ers. As such, a first selection was made after which more specific tests and optimisations were
performed on the remaining methods. The seven methods will be presented in the following
and we will give a more detailed description of the most sensitive methods that have passed
the first selection. Some methods are designed for the search of a clustering of signal in the ar-
rival times of events, others focus on the angular distances between the GRBs and the events
and some try to combine these two aspects in a single test statistic.

In order to write in a mathematical format the various test statistics, it is useful to define

2This distribution is built from GRB observations over more than the 4 years considered in the current analy-
sis.
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Figure 5.3: Distribution of observed redshifts by the SWIFT satellite. This distribution is used
to randomly generate redshifts for GRBs for which it could not be measured.

some notations. In the remaining of the chapter, the angle between an event i and the cor-
responding GRB is αi and the size of the angular window around GRBs is αmax. Similarly,
the time of an event i is ti and the time window around the GRB trigger times is tmax. Since
the GRB trigger times are placed at t = 0 in the stacking procedure, the events are selected
between − tmax

2 and tmax
2 .

Another useful notation is the average number of background events 〈nb〉. This number
depends on the background rate chosen as well as on the sizes of the time and angular win-
dows. Other notations which are more method specific will be defined later.

5.2.1 Over-Density Search

The Over-Density Search (ODS) is a simple method that compares the event time differences
observed in data (signal plus background) with the expected time difference for background-
only events. This method uses the intuitive assumption that, since the background events
are uniformly distributed in time, one expects a constant time difference between them. This
assumption is actually not correct because the time differences between Poisson distributed
events follow an Erlang distribution, which in the case of consecutive events reduces to an
exponential. Despite this erroneous assumption, the method gives interesting results in the
search for an over-density of events.
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If one defines
Si = tmax

〈nb〉
− (ti+1 − ti ) , (5.1)

then the test statistic T is defined as

T =
n−1∑
i=1

Si , (5.2)

where only positive Si are considered in the sum.

5.2.2 2D Scan method

This method uses an Anderson-Titterington algorithm (algorithm 14.3.5 of [87]). This algo-
rithm searches for clusters in two dimensions by constructing circles at several grid points
and by computing a likelihood ratio for each circle. Since the size of the cluster is unknown,
the size of the circle varies such that it contains an increasing number of events at each itera-
tion.

The algorithm can be applied to the current analysis by constructing the two dimensional
space composed of event times ti and angular distances to GRBs αi . For simplicity the time
window is rescaled to the angular window by multiplying the times ti by αmax

tmax
. In this way,

the two dimensional space is a square and instead of constructing circles at each grid point,
squares are constructed, containing at the first step one event and then growing to contain
more and more events.

The returned test statistic value is the maximum likelihood ratio encountered while vary-
ing the size and the location of the squares.

5.2.3 Ψmethod

The Ψ method starts by creating a histogram with the event times. This histogram is then
compared to the expected time distribution of background events. Since background is ex-
pected to be homogeneously distributed in time, the histogram is compared to a flat distri-
bution. The comparison is performed by calculating the probability for an event to fall in the
bin k based on the considered distribution. In our case, if there are n events and m bins, the
probability of the bin k is pk = 1

m (details about theΨmethod can be found in [88]).
Once the pk are defined, the method uses an expression based on a multinomial distribu-

tion for theΨ test statistic

Ψ=−10

[
log10 n!+

m∑
k=1

(
nk log10 pk − log10 nk !

)]
, (5.3)

with nk the number of events in the bin k. The details of the derivation of this expression can
be found in [88].

An important aspect of the Ψ method is that it is sensitive to the difference in the distri-
bution shapes between data and background expectation and not to the difference between
the observed number of events and the expected number of background events.
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An adaptation of the Ψ method based on the angles αi instead of the times ti has been
developed by our team in Brussels to search for neutrinos from Active Galactic Nuclei. The
details of this work can be found in [89]. This adaptation allows for more stability in the p-
value calculation with respect to the bin size. However, this improvement of stability has the
cost of an extended computation time and cannot be applied to flat distributions.

The solution to increase the stability of the method proposed in [89] consists of an in-
crease in the number of bins until at most one event per bin is obtained. In this ideal case, all
histograms are flat. Eq. (5.3) then reduces to

Ψ=−10

[
log10 n!+

m∑
k=1

(
nk log10 pk

)]
(5.4)

and only the pk have an influence on the test statistic. In the case of a non-constant distri-
bution of the expected background, the pk are all different and they act like a weight for each
event. This allows the method to remain sensitive.

However, in the case of a flat distribution, the pk are all the same and our refined approach
loses its sensitivity. It was thus decided that in the toy-model, the Ψ method will follow the
description made in [88].

5.2.4 Auto-Correlation method

The purpose of the Auto-Correlation method (A-C) is to search for a deviation from the back-
ground event time distribution. For this, the method starts by generating a distribution with
the time differences between all possible event pairs. The distribution is then binned and the
number of pairs per bin is compared to a background-only simulation in order to extract the
probability of having a certain number of pairs in a specific bin.

Technically, the method has been implemented in two steps. The first step generates
background-only events and stores the time differences between all the possible event pairs
in a histogram. The histogram is then used to compute the probability of having a number of
pairs larger than or equal to a value np in a certain bin k.

In the second step, the data composed of background and signal follow the same proce-
dure in order to have a histogram containing all pairs. One then associates in this new his-
togram to each bin a probability calculated at the first step in function of the bin contents.
Once the probabilities of all bins are known, the logarithm of the lowest one is reported as the
test statistic. This lowest probability actually corresponds to a pre-trial p-value. In details, if
pk is the probability associated to the bin k, the test statistic T is

T =− log10

(
min

k=1..n
pk

)
. (5.5)

In order to obtain the post-trial p-value, one follows the same scheme as for the other
methods. Once the test statistic is known for data, the procedure is repeated on a large num-
ber of background-only simulations and the value of the data test statistic is compared to
those obtained under the pure background hypothesis.
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(a) tmax = 1 hour.
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(b) tmax = 2 hours.

Figure 5.4: Result of the bin optimisation for the A-C method. The value of 80 s seems to be
the optimal bin size.

Since the sensitivity of the method depends on the binning choice, an optimisation has
been performed in order to select the most appropriate binning. Since not all parameters can
be optimised in one step, some parameters had to be fixed in order to search for the most
appropriate binning as explained below.

As mentioned above, all the toy-model simulations were performed at a background rate
of 3 mHz; the angular window αmax was set to 3◦ which is the result of the first optimisation
performed on all methods and will be explained later in this section. Concerning the angular
resolution, the value 0.77◦ was used.

The number of injected signal events was set to 10 which represents ≈ 0.02× 468 GRBs
reflecting a situation in which only 2% of all GRBs provide a detectable signal. The decision
of using 10 signal events was not motivated by theoretical arguments but by empirical argu-
ments. Indeed, since the purpose of the optimisation is to find the appropriate binning, it is
more interesting to compare different bin sizes in a situation where there are enough signal
events to have variations in the p-value as a function of the bin size. However, one should not
increase too much the number of signal events in order to remain in a realistic situation. A
number of signal events set to 10 allows a bin size comparison in the case of a signal detection
while remaining a realistic number of expected signal events.

In addition to the parameters mentioned above, one needs also to specify a time window
tmax. In order to limit the amount of calculations, only two tmax values have been considered.
They are 1 hour and 2 hours around the GRB trigger times. The results of the bin optimisations
for these two time windows are presented in Fig. 5.4.

From Fig. 5.4, the size of 80 s for the bin seems optimal. This value will be used in the fol-
lowing. The variations that can be seen in Fig. 5.4 are due to the limited number of data gen-
erations, because of the needed CPU time, after which the average of the obtained p-values is
computed.
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5.2.5 Likelihood method

This method is the one used in previous ICECUBE IC86 GRB analyses. It is a method designed
for the search of prompt neutrinos and, as it will be shown, it is not sensitive to precursor or
afterglow neutrinos. The details about the development of this method can be found in [82].

In order to determine the test statistic one first has to construct the expected background
PDF for the angular part Bα and for the time part Bt . Since the background is isotropic in
space and is uniform in time, one has

Bα = sinα

1−cosαmax
(5.6)

Bt = 1

tmax
. (5.7)

Similarly for the signal, one should define Sα and St . Since in the case of a toy-model
we know what PDF was used to generate the signal events, it is straightforward to define the
Likelihood signal PDF. However, once the statistical method is applied on real data, the source
PDF is unknown. A strong difference between the expected source PDF and the assumed
one in the toy-model could have an important effect on the efficiency of the method. The
dependency of the efficiency of the method with respect to the simulated source PDF in the
toy model could also be relevant in other methods which do not assume a particular source
PDF.

As explained in Section 5.1.3, the angular source PDF is a Gaussian and the prompt time
PDF is flat during T90 and has Gaussian tails. There is, however, a difference between the time
PDF used to generate signal events and St . In the case of St , the PDF is truncated at t =−3T90

and at t = 4T90. One truncates the PDF to avoid a too high background contamination. Since
this prompt time PDF was used in previous analyses, this is the one that will be used for the
Likelihood method in the current analysis as well. The signal PDF S and the background PDF
B are shown on Fig. 5.5.

In more detail,

Sα(α) = 1

σ
p

2π
e− 1

2
α2

σ2 where σ=
√
ψ̃2 +σ2

GRB (5.8)

St (t ) =



1
T90(1+p2π)

e
−t2

2T 2
90 if t ∈ [−3T90,0]

1
T90(1+p2π)

if t ∈ [0,T90]

1
T90(1+p2π)

e
−(t−T90)2

2T 2
90 if t ∈ [T90,4T90]

0 if t <−3T90 or t > 4T90 .

(5.9)

Using the signal PDF S = Sα×St and the background PDF B = Bα×Bt , the Likelihood test
statistic T can be defined as

T = supns

[
−ns +

∑
ln

(
nsS

〈nb〉B
+1

)]
, (5.10)
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Figure 5.5: Signal (a) and Background (b) PDF as used in the Likelihood method.

where ns is the number of source neutrinos.

Instead of using the combined time and angular information in the Likelihood PDFs, one
could also use only St or Sα. The use of St only is not interesting because in that case the
method basically reduces to a Cut and Count method. The case where the Likelihood is used
only on the angular information is more interesting because it allows the method to be sensi-
tive to a neutrino emission from the three GRB phases. In the following, the name Likelihoodα
will be used for the Likelihood method that only uses the angular PDFs. When the method
uses time and angular information, the name simply remains Likelihood.

5.2.6 The PLT method

The name PLT is actually composed from the first character of the three author names of [90].
It is a method designed to be sensitive to small perturbations of the expected background by
a possible signal. The signal is thus treated as a perturbation of the expected background.
Following [90] and using, as above, B(x) as the background PDF and S(x) as the signal PDF,
one can define the following PDF

p(x|η,θ) = (1−η)B(x)+ηS(x|θ) , (5.11)

where η represents the strength of the perturbation and θ the location of the perturbation.
For example, if we consider the times ti , one should replace the x of the previous equation
by the ti and θ will be the time at which the signal is present. One can also consider a multi-
dimensional space like for the 2D Scan method. In that case, θ becomes a vector.

According to [90] and by following the example of the search for a signal in time, one can
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then define a "score process"3

S (θ) = ∂ log
[∏n

i=1 p(ti |η,θ)
]

∂η
|η=0 (5.12)

=
n∑

i=1

S(ti |θ)−B(ti )

B(ti )
(5.13)

in the case of a number n of events.
One can then construct the test statistic T by maximising S with respect to θ

T = supθS (θ) . (5.14)

The interest of the PLT method with respect to the Likelihood method is that it could be
sensitive to the three phases and not only to the prompt one due to the maximisation with
respect to θ which can be interpreted as a "scanning" in time for the search of the signal.

Unfortunately, the PLT method suffers from an important drawback. The function S can
have an unstable behavior that makes it difficult to numerically find the maximum of the
function. This effect is stronger in the case of PLT applied to the time information as can be
seen from Fig. 5.6(b). Hence, the PLT method has been tested on only the angular information
as well as on the combination of time and angle. In the case of a time and angle combination,
the strong instability of the method applied on the time information is balanced by the more
stable angular part. For comparison, the function S (α) applied on the angles αi is shown in
Fig. 5.6(a).

When the PLT method is applied using both the times ti and the angles αi , the function
S becomes two dimensional. The function S in such a case can be seen from Fig. 5.7 in the
case of pure background and in the case of 10 injected signal events.
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Figure 5.7: The two dimensional function S (θ) for pure background (left) and for an injection
of 10 signal events (right).

3In [90], the score process is normalised. However, we did not use the normalisation because we are not
interested in the intrinsic value of the test statistic but we only need a value to compare to background randomi-
sations.
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Figure 5.6: Function S (θ) applied on the angular information (θ =α) on the left and on timing
information (θ = t ) on the right. The various peaks make it difficult to numerically find the
maximum. For this example, 10 signal events were injected.

As for the Likelihood method, PLTα will be used for the PLT method applied only on the
angular part. The name PLT will stand for the two dimensional PLT that uses time and angular
PDFs.

An attempt was made to replace the time signal PDF St by a Gaussian distribution in order
to search for a generic increase in the stacked times of the events. The standard deviation of
the Gaussian distribution was optimised in the same way as the bin size for A-C and it was
found to be 60 s. The results using a Gaussian distribution or the PDF defined in the previous
section for St were identical. This is a hint that the time information plays only a marginal role
in PLT. In the following PLT will always be calculated with St being a Gaussian distribution.

5.2.7 Hybrid methods

A method is called hybrid if it is composed of a mix of two test statistics from the methods
described above. As we will see in the next section, an interesting hybrid method is the one
composed of a likelihood based test statistic (Likelihood or PLT) for the angular part and the
A-C for the time part.

A comparison of the different hybrid methods will be shown in the Section 5.3. It is useful
to introduce here the names given to these hybrid methods. The simplest way of combining
two test statistics is to multiply them. This multiplication creates a new test statistic that can
be used in the usual scheme. Two hybrid methods were created in this way, Llh-AC and PLT-
AC.

Another possible combination is to keep both test statistics separated and to require in
the p-value calculation that Tbkg ≥ Tdata for the first method AND Tbkg ≥ Tdata for the second
method. This possibility has been implemented in a combination of Likelihoodα and A-C
and is simply named Hybrid.
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Figure 5.8: Result of the angular window αmax optimisation for a time window of 1 hour and
2 hours. Every method has an optimal size for the angular window (smallest p-value). The
auto-correlation method clearly stands out. However, the A-C method loses sensitivity when
extending the time window from 1 hour to 2 hours.

A third possible combination is to compute a p-value for each method and to multiply the
two p-values afterwards. Such a multiplication has to take into account an extra trial factor of
2 because if one looks twice to the data, there is twice more chance to find a signal by chance.
This is the last possibility that has been implemented and it is named Likelihood*AC.

5.3 Results of the toy-model

As explained in the previous section, the first step was to optimise the size of the angular
windows αmax for each method. The results of this optimisation can be seen in Fig. 5.8 and
Fig. 5.9. The parameters are the following. The background rate is 3 mHz, the angular resolu-
tion ψ̃ is 0.77◦ and the number of injected signal events is 10 (an explanation of this number
has been given in Section 5.2.4). Since this calculation was performed before the bin size op-
timisation of A-C, the bin size has the default value of 60 s. The time window varies from 1
hour to 2 hours.

From Fig. 5.8 and Fig. 5.9, it clearly appears that the A-C method as well as the Likelihood
and PLT methods are capable of reaching lower p-values than the other methods. Further
investigations will thus only concern these methods. An important aspect of A-C can be seen
in Fig. 5.8. The A-C method loses sensitivity when the time window increases. In order to
keep a high sensitivity while still being sensitive to possible precursor events, the following
comparisons will be performed for a 1 hour time window only.

The sizes that will be used for the angular windows per method are summarised in Ta-
ble 5.1. In the case of A-C, though the minimum in Fig. 5.8 is at 2◦, the value of 3◦ will be used.
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Figure 5.9: Result of the angular window αmax optimisation for Likelihood and PLT for a time
window of 1 hour and 2 hours. The two methods are considered both with only the angular
PDF (Likelihoodα and PLTα) and with the two PDFs for time and angle.

Table 5.1: Size of the angular window αmax.
Likelihood 15◦

PLT 15◦

Likelihoodα 10◦

PLTα 10◦

Auto-Correlation 3◦

The reason is that in the case of events that have a larger reconstruction angular uncertainty4,
the situation where too few events enter the 2◦ region to be able to use the A-C method might
occur. This is due to the fact that for a time window of 1 hour and an angular window of 2◦,
the average number of background event is 2.9. When increasing to 3◦, the average becomes
6.4. The value of 3◦ for the angular window is thus more conservative.

Since the A-C method only uses time information, it would be convenient to couple it
with another method to take advantage of the information regarding the angular distribution
of events. Such a combination forms a hybrid method, as explained in Section 5.2.7. The
comparison between the different hybrid methods as well as the Likelihood and PLT methods
has been performed by varying the number of injected signal events. Such a comparison
allows to study the behavior of the various methods with respect to the signal strength. A
comparison of the various hybrid methods is presented in Fig. 5.10. The behavior of the most
interesting hybrid methods as well as the Likelihood and PLT methods is shown in Fig. 5.11.

In addition to the variation of the number of injected signal events, the statistical methods

4This concerns 50% of the events by definition of the median angular resolution.
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Figure 5.10: Comparison of the various hybrid methods in the case of a prompt (right) and a
precursor (left) signal. The Hybrid method seems to be the most efficient one for the search
of neutrinos from long GRBs.

have been compared by generating a precursor signal as explained in Section 5.1.3.

The results of these comparisons favor the Hybrid method. This concludes the study of
the statistical methods using the toy-model. The different parameters being the angular and
time windows were optimised and the most sensitive method was chosen.

5.4 BDT cut optimisation

Following ICECUBE conventions, the appropriate BDT cut value is chosen based on three
quantities. The two first ones are the 90% and the 50% discovery potentials (DP) and the third
one is the so-called sensitivity. The discovery potentials are defined as the fluence required to
have a probability of 90% or 50% to have a certain excess or a discovery. The sensitivity is de-
fined as the fluence corresponding to the 90% confidence level upper-limit in the case where
the test statistic is equal to the median value of the background-only test statistic distribution.

The sensitivity and discovery potential calculations are slightly different from the toy-
model. The aim of the toy-model was to provide a generic framework to investigate different
statistical methods. The sensitivity calculation is more specific to the details of the current
analysis because it uses the declination distribution of the burn sample after the BDT se-
lection as well as an event-per-event reconstruction uncertainty. Furthermore, the average
number of background events 〈nb〉 is directly obtained from the data by counting the number
of events in an angular window of the same size as the one around the GRBs and located at
the same declination but at the opposite right ascension.

The reconstruction uncertainty is calculated using the Cramer-Rao formalism [91, 92].
This tool allows to estimate a lower bound on the uncertainty of the reconstructed zenith σθ
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Figure 5.11: Comparison of the most interesting methods selected from the angular window
optimisation as well as the most sensitive hybrid methods in the case of a prompt (right) and
a precursor (left) signal. The Hybrid method seems to be the most sensitive one for the search
of neutrinos from long GRBs.

and azimuth σφ angle. The overall angular uncertainty σ of the reconstruction used for the
current analysis is

σ=
√
σ2
θ
+σ2

φ sin2(θ)
p

2
. (5.15)

Unfortunately, Cramer-Rao needs an energy dependent correction factor. This correction
factor is obtained by fitting the ratio of the true angular error5 over the Cramer-Rao error in
function of the reconstructed energy as shown in Fig. 5.12(a). The ratio between the true
angular error and Cramer-Rao after correction is presented in Fig. 5.12(b) where one can see
that the Cramer-Rao σ is not energy dependent anymore.

Since the possible precursor or afterglow signal is completely unknown, the sensitivity and
discovery potentials were calculated for a prompt signal injection only. The interest of gen-
erating precursors in the toy-model was to test the possible efficiency of the various methods
to the most obvious precursor signal. From this study, it is clear that only the Hybrid and Llh-
AC methods have a chance to detect precursor neutrinos. However, it is necessary to use the
more reliable prompt signal injection when optimising the BDT cut value.

5.4.1 Pseudo-experiments

The usual procedure to calculate the sensitivity and discovery potentials is to compute a test
statistic distribution using a background-only simulation and to extract from it the values

5Since this is done on simulation, the angle between the simulated neutrino and the reconstructed track is
known.
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Figure 5.12: Ratio of the simulated angular error over the Cramer-Rao σ. The red line on the
left figure is a polynomial fit used to correct the energy dependence of the Cramer-Rao σ.

above which the probability of obtaining such a test statistic corresponds to a 3σ or 5σ Gaus-
sian deviation from the mean value. By convention in ICECUBE, the σ are expressed for the
case of a single-sided Gaussian. This means that 3σ corresponds to a probability of 1.35×10−3

and 5σ is 2.9×10−7.
Once these values are computed, one uses the same background-only simulation and in-

jects signal in it. This signal injection is performed by the determination of an injection value
for each simulated event depending on the fluence and the proper simulation event weighting
OneWeight (see Section 3.5).

In order to increase the number of NuGen simulated events that can be used and since
the acceptance of the ICECUBE detector is only declination dependent, an entire declination
band of a 1◦ size is used for the signal injection for a given GRB. This band is centered at the
GRB position and covers declinations from δmin to δmax. If the weight of a NuGen simulated
event i is wi , the spectrum fluence dF

dE (≡ E−2 in this analysis) and nGRB the total number of
GRBs that enter the analysis, then the injection value Vi is

Vi =
wi

dF
dE

2π (sin(δmax)− sin(δmin))nGRB
. (5.16)

Since OneWeight has the units [GeV ·cm2 ·sr] and the fluence dF
dE has the units [GeV−1 ·cm−2],

the injection value Vi can be regarded as the average Poisson number of occurrence when
computing the probability for an event to occur [82]. Furthermore, since Vi << 1 the proba-
bility for an event to occur more than once is negligible. Hence, the probability for the event
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i to occur is [82]

pi = Vi

1!
eVi ≈Vi . (5.17)

In practice, the value Vi is compared to a random number generated between 0 and 1 in order
to decide whether the event i will be injected or not.

Once the signal injection is complete, the test statistic is calculated on the data composed
of the background and the injected signal events. The calculation of the test statistic value on
the data produced by such a signal injection is called a pseudo-experiment. The discovery
potentials are then computed by searching, for several BDT cut values, the fluence that allows
to have a test statistic which is larger than the 3σ or 5σ values in 90% or 50% of the pseudo-
experiments. On the other hand, the sensitivity calculation is performed by searching the
fluence for which the test statistic is larger than the median of the background test statistic
distribution.

In order to allow a comparison to the method used in previous ICECUBE analyses, all
the sensitivity and discovery potential calculations have been performed for the Likelihood
method in addition to the Hybrid method. The Llh-AC method have also been used in the
case of a strong difference between the results obtained in this section and those obtained by
using the toy-model.

The background test statistic distributions for the Likelihood, Llh-AC and Hybrid meth-
ods are presented in Fig. 5.13, Fig. 5.14 and Fig. 5.15, respectively. In the case of the Hybrid
method, the values of the two test statistics are presented as a 2D histogram since one has to
compare the test statistic values for the angular Likelihood and the A-C separately. From this
histogram, pairs of test statistic values are extracted such that the probability that the angular
Likelihood test statistic is larger than the first value of the pair AND the value of the A-C test
statistic is larger than the second value of the pair amounts to the required 3σ or 5σ. This is
the straightforward two dimensional extension of the usual procedure.

5.4.2 Sensitivity and discovery potentials

The calculations of the sensitivity and discovery potentials following the above definitions
are straightforward for the Likelihood and the Llh-AC methods. However, the Hybrid method
needs more care because it combines two test statistics. If the test statistic applied to a pseudo
experiment is TPE,Llh for the Likelihoodα method and TPE,AC for the auto-correlation method
and the test statistics corresponding to a specific number of σ or to the median of the back-
ground test statistic distribution are TLlh and TAC, then the discovery potentials are calculated
by searching for the fluence such that

TPE,Llh > TLlh AND TPE,AC > TAC (5.18)

in 90% or 50% of the pseudo-experiments.
When calculating the sensitivity, the above equation cannot be used. This arises from the

fact that the fluence required for the pseudo-experiment test statistics to be larger than both
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Figure 5.13: Likelihood test statistic distribution for background events (see Section 5.2.5 for
details about the test statistic).
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Figure 5.14: Llh-AC test statistic distribution for background events (see Section 5.2.7 for de-
tails about the test statistic).
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Figure 5.15: Hybrid test statistic distribution for background events (see Section 5.2.7 for de-
tails about the test statistic).

Likelihoodα and A-C test statistics is higher than the fluence required to be larger than only
one of them. A possible way to understand the problem is by reasoning in terms of upper-
limits. If one method is applied to the data and no excess is found with respect to the back-
ground expectation, then an upper-limit can be set. If the other method is applied to the data
with the same result, the upper-limit that can be set using the "AND" of the two methods will
be less constraining than the one set using only one method.

In the case of a p-value calculation, this is valid because if no signal is found using two
methods, the probability that there is a signal is even lower but in the case of the upper-limit
calculation, the use of Eq. (5.18) is obviously wrong. The proper way to combine the two test
statistics in the case of the upper-limit and hence in the case of the sensitivity is

TPE,Llh > TLlh OR TPE,AC > TAC . (5.19)

This means that the sensitivity corresponds to the fluence such that the pseudo-experiments
have a probability of 90% to be above one of the median of the test statistic distributions.

Once more, it is more intuitive to think in terms of upper-limits. If a certain test statistic
value is obtained from the data, then the upper-limit is the fluence that can be excluded (at a
specific confidence level) because if this fluence was the one emitted by GRBs the test statistic
would have been different (with a specific probability). In the case of two test statistics, the
upper-limit becomes the fluence that can be excluded because if this was the one emitted by
GRBs, the values of one or both test statistics would have been different, hence the "OR".
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Figure 5.16: The (90% confidence level) sensitivity for the Likelihood, Hybrid and Llh-AC
methods. The Hybrid and the Llh-AC methods are better than the Likelihood method.

The sensitivity for the Likelihood, Hybrid and Llh-AC methods are presented in Fig. 5.16.
The 50% and 90% discovery potentials are shown in Fig. 5.17. In these figures, the fluence
corresponds to all the 468 long GRBs of the 4 year sample.

From Fig. 5.16 and Fig. 5.17, remembering that only Hybrid and Llh-AC might be sensitive
to precursors or afterglows, it is seen that the Hybrid method is the most suitable one for the
search of neutrinos from long GRBs during the three possible phases.

In order to efficiently compare to other analyses, it is relevant to show the flux instead of
the fluence. This is done for the Hybrid method only as can be seen in Fig. 5.18 and Fig. 5.19.
For comparison purposes, the flux is renormalised to one year of long GRBs. Since 80% of
GRBs are longs GRBs and the usual assumed number of GRBs per year is 667, the flux is
renormalised to 0.8× 667. This number of GRBs is used in the ICECUBE GRB group even if
it is known to be inaccurate. It is actually very difficult to estimate the total number of GRBs
per year because this depends on the angular acceptance as well as on the sensitivity of all
satellites observing GRBs. Furthermore, GRBs that are further away have a lower probability
of detection but they also have a lower contribution to the total neutrino flux. An effective
number of GRBs per year would thus be more appropriate which makes the estimation even
more difficult.

The purpose of the flux calculation is to compare to previous analyses as well as to theo-
retical predictions, as we will see in the next chapter. The precise number of GRBs per year
is thus not a key value but only a necessary assumption in order to allow comparisons. Since
the number 667 was used in previous analyses, this number will be used in the following.

Since these 667 GRBs represent all GRBs that have occurred during a year, including those
that were not detected by satellites, the flux is calculated as quasi-diffuse. This means that if
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Figure 5.17: The 50% and 90% discovery potentials for the Likelihood, Hybrid and Llh-AC
methods. The Hybrid method is the best one.

the fluence is F0, the fluxΦ0 is

Φ0 = F0 ×0.8×667

4π×365.25×24×3600×468
. (5.20)
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Figure 5.18: Flux sensitivity (90% confidence level) for the Hybrid method. The chosen BDT
score cut is 0.07.
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Figure 5.19: Flux discovery potentials for the Hybrid method. The chosen BDT score cut is
0.07.

As can be seen from Fig. 5.19, the discovery potentials are mainly flat between 0.05 and
0.15. The structures arising after 0.1 are due to the lack of statistics in the background sample.
A possible effect that can contribute to these structures could be that the number of events in
the 3◦ angular window for of the A-C method becomes too low (one needs at least two events
to form a pair).

The BDT cut value should be as small as possible to preserve a maximum amount of signal
but it should not be too low in order to avoid leaving the plateau. The chosen BDT score cut
value is 0.07. The summary table with the various sensitivity and discovery potential values
for the 0.07 BDT score cut value is shown in Table 5.2. These final sensitivity and discovery
potential values are a factor three better than those of the previous IC86 analysis [82].

Table 5.2: Summary table of the sensitivity and discovery potentials of the analysis. The sen-
sitivity as well as the discovery potentials are a factor 3 better than in the previous IC86 GRB
analysis [82]. The fluence is the total fluence of the 468 GRBs; the number of neutrinos are
corrected for the signal efficiencies (i.e. this is the number of neutrinos at Level2) and the flux
is re-normalised to 0.8×667 long GRBs per year.

Fluence [GeV cm−2] #neutrinos(over 468GRBs) Flux [GeV cm−2 s−1 sr−1]
Sensitivity 0.125 8 3.6×10−10

50% DP (5σ) 0.230 14.7 6.6×10−10

90% DP (3σ) 0.390 24.8 1.1×10−9



6
Results and discussion

I
n this final chapter, the results of the search for neutrinos in correlation with long GRBs
in the Northern Hemisphere using four years of ICECUBE data are presented. The various
steps of the analysis explained in the previous chapters were presented to and reviewed by

the ICECUBE collaboration prior to the approval for the application of the analysis procedure
to the data. This reflects the strict unblinding policy within the ICECUBE collaboration. After
the description of the various systematic errors of the current analysis, the calculation of the
significance of a possible signal using the optimised statistical method described in the previ-
ous chapter will be presented. It will be followed by several possible upper-limits on the flux
and the fluence of neutrinos emitted from long GRBs. Finally, the various model constraints
that the results of this analysis imply will be discussed.

6.1 Systematic errors

The main systematic errors come from the neutrino simulations. They are used in every step
of the analysis, from the event selection optimisation to the calculation of upper-limits. Since
the uncertainty on the DOM efficiency or on the ice models did not change since the previ-
ous GRB analysis [82], the systematic errors of that analysis will be used. If a difference in
the simulations had appeared in between the two analyses, this could only reduce the overall
systematic error. Hence, using the previously calculated systematics is conservative. The cal-
culation of the systematic errors by the various uncertainties explained below is performed
for an E−2 energy spectrum.

The systematic errors arise from several sources. The first one is the quantum efficiency

93
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Table 6.1: Summary of the systematic errors for an E−2 spectrum [82].
DOM efficiency +4%
Ice properties +1.7%

Others +8%
Total +9.1%

of the PMTs inside the DOMs. A lower efficiency of the DOM would lead to the detection of a
smaller number of photo-electrons which would affect the reconstructions as well as several
variables used in the BDT. The DOM quantum efficiency is estimated to ±10% [93]. The effect
on the various reconstructions and variables can be estimated by using dedicated simulations
with variable DOM efficiencies. It was found that the uncertainty on the efficiency of the DOM
lead to a conservative uncertainty on the upper-limits of 4% [82].

A second source of uncertainties is the photon propagation in the ice. The simulations use
the ice models developed using ICECUBE measurements (see Section 2.5.2). The uncertainties
on the ice models and thus on the photon propagation are estimated to be 10% [74, 82]. This
yields a conservative uncertainty on the upper-limits of 1.7%. The other errors that contribute
to the systematic errors are the uncertainty on the neutrino interaction cross-section at high
energies and the uncertainties on the bed rock density which is located beneath ICECUBE.
These other errors contribute to the systematics by 8% [82].

The sum in quadrature of the effects listed above gives a total conservative systematic
error of 10% with respect to baseline as shown in Table 6.1. This error has been included in
the upper-limits presented hereafter by an increase of the calculated upper-limits by 10%.

6.2 Significance of the observations

After having applied the event selection described in Chapter 4, the number of remaining
events is 6408. As explained in the previous chapter, the calculation of the significance is
performed using the Hybrid method. In this method, the Likelihoodα and A-C test statistics
are computed on the data and compared to the background test statistic expectations in order
to obtain a p-value. The number of events inside the 10◦ angular windows around the GRBs
used for the Likelihoodα test statistic calculation is 90 while the number of background events
(same angular window size but opposite azimuth) is 93. These 90 events are presented in
Table 6.2. The BDT distributions of the remaining events after the event selection and after
the time and the angular selections are shown in Fig. 6.1. In the case of the A-C test statistic, 7
events were selected inside the 3◦ angular windows.

In order to take the detector acceptance dependency into account, a specific procedure
was followed in the background test statistic calculation. Instead of using the background
test statistic distributions computed for the sensitivity and discovery potentials, the measured
arrival directions were scrambled in right ascension keeping the declination of the events to
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Figure 6.1: BDT score distribution of the final event sample. The BDT score distribution after
the event selection (6408 events) is shown on panel (a) and after the time and angular window
selections (90 events) is shown on panel (b).

account for the strong declination acceptance dependency of the detector.
The Hybrid method applied on the data yielded a Likelihoodα test statistic of 0 corre-

sponding to the background expectations and an A-C test statistic of 1.3 also compatible with
the background expectations. The p-value obtained after randomisation is 47% which is per-
fectly compatible with the background-only hypothesis. Following this result, upper-limits
on the flux of neutrino emission from long GRBs have been calculated.

Table 6.2: Final event selection in a time window of 1 hour
around GRB trigger times and in angular windows of 10◦

around the GRB positions.

GRB Name time (w.r.t. GRB trigger) [s] angular separation [deg] σGRB [deg] T90 [s]
110517B -938.901 6.56229 2.11 23.04
110520A 502.73 7.61633 0.0003 15.7
110521A -984.91 4.12287 0.0003 13.8
110522A 1372.48 8.16832 5.56 28.16
110601A 116.897 4.87636 3 52.21
110626A 1695.44 4.10439 7.66 6.4
110906B -472.433 5.75685 4.03 23.94
110915B 1167.86 8.55315 0.0405 18
110921A -1580.56 9.89821 0.0003 48
110928B -245.104 6.61123 1.42 148.23
111012A 133.011 9.12516 2.08 20.74
111216A -934.495 8.23897 1.37 83.78
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Table 6.2: Final event selection in a time window of 1 hour
around a GRB trigger time and in an angular window of 10◦

around the GRB position.

GRB Name time (w.r.t. GRB trigger) [s] angular separation [deg] σGRB [deg] T90 [s]
120120A -947.445 8.12932 5.71 32.26
120206A 254.162 9.39681 2.25 9.48
120226A -1249.34 2.36405 0.5 80
120412B 287.257 6.16365 2.8 101.19
120415C 1436.22 7.00936 4.96 12.54
120422A 1508.53 8.56364 0.0003 5.35
120504A -363.784 7.88869 4.06 41.98
120703C -1160.2 5.63873 5.15 77.57
120802A 470.449 7.6431 0.0005 50
120806A -1119.91 8.8078 4.25 26.63
120811C -1075.36 3.85431 0.0003 26.8
120811C 686.947 7.69957 0.0003 26.8
120824A -1496.9 9.73056 3 111.62
120916A -982.886 5.30849 0.4953 26
121102B 204.502 4.05815 12.15 2.05
121122B 797.708 9.16222 12.89 8.7
121125A -1754.28 9.76959 0.0003 52.2
121210A -689.703 4.55511 8.25 12.8
121211B 1221.06 6.99559 5.23 8.96
130112A -940.463 9.90818 4.93 35.33
130115A -164.208 9.41083 2.78 13.57
130304A 658.171 9.76396 1.2 67.84
130307B -775.483 9.92602 4.42 63.49
130409A 350.41 5.36148 2.22 26.11
130418A -114.989 9.95056 0.0003 300
130521B -440.986 9.72786 0.1207 23
130528A 828.712 8.70351 0.0003 59.4
130528A 1288.72 6.14462 0.0003 59.4
130528B -286.466 6.8758 5.5 66.3
130530A -1343.96 9.38044 1.04 58.62
130606C -701.196 7.35 1.67 24.13
130612A -1296.39 8.52169 0.0003 7.42
130612A 1421.26 1.33075 0.0003 7.42
130623C 658.138 9.15863 7.12 44.55
130630A -1031.15 6.04709 1 17.15
130725A 550.776 3.7009 0.0253 101.8
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Table 6.2: Final event selection in a time window of 1 hour
around a GRB trigger time and in an angular window of 10◦

around the GRB position.

GRB Name time (w.r.t. GRB trigger) [s] angular separation [deg] σGRB [deg] T90 [s]
130725C -1215.99 8.68262 2.27 6.65
130828B -1458.8 0.685197 2.43 3.91
130906A -528.512 3.28168 12.39 11.26
130925B 1181.03 6.79858 4.12 265.47
131018B 1763.65 9.00118 0.13 39.93
131108A -848.809 9.82181 0.5 23.04
131202B 87.4588 6.04182 2.24 86.02
140112A 302.918 8.62192 7.14 12.03
140112A 1272.18 5.38828 7.14 12.03
140215A 455.411 8.12483 0.0003 84.2
140217A 1208.16 4.65842 3.08 41.48
140224A 778.962 9.52388 5.93 2.3
140224B -1008.4 9.47442 3.69 17.15
140311B 465.048 2.10286 0.0003 72.19
140404A -562.602 7.51324 4.88 84.99
140404B -37.2965 9.26229 2.19 26.63
140501B 1545.61 9.48612 2.73 22.15
140517A 1450.53 1.88882 2.17 20.48
140518A 1700.62 4.10182 0.0182 60.5
140521A -1499.75 5.72273 0.0111 11.55
140521A -804.649 9.1531 0.0111 11.55
140523A 690.434 8.93297 0.4 22
140608B 1392.05 9.27475 2.91 6.4
140610C 1230.3 5.91901 1 36.86
140621A 1049.45 6.91958 0.72 6.3
140628C 174.444 9.60202 9.04 75.52
140705B 1484.73 6.78417 5.83 26.88
140819A 1403.03 6.72819 12.02 6.65
140824A -1079.95 8.42093 0.0003 3.09
140824A 498.454 2.80036 0.0003 3.09
140906A -1265.15 7.91396 7.66 37.63
140907A -1207.81 5.51534 0.0002 79.2
140907A -730.183 6.38788 0.0002 79.2
141029B -0.690936 9.25313 1 202.44
141102C 255.451 9.33452 12.79 25.08
141102C 1015.63 4.70181 12.79 25.08
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Table 6.2: Final event selection in a time window of 1 hour
around a GRB trigger time and in an angular window of 10◦

around the GRB position.

GRB Name time (w.r.t. GRB trigger) [s] angular separation [deg] σGRB [deg] T90 [s]
141102C 1445.52 9.01822 12.79 25.08
141226A 568.84 3.8334 6.26 38.65
141230A -1573.79 3.79399 3.86 9.86
141230A 465.158 6.05288 3.86 9.86
150120B 380.741 9.87506 0.0002 24.3
150131B 1756.77 0.621863 5.31 8.2

6.3 Upper-limits

6.3.1 Prompt flux upper-limit

There are several ways to calculate upper-limits. The most straightforward method is almost
identical to the sensitivity calculation. Instead of using the median of the background test
statistic distribution, the test statistic values obtained from the data are used. In the case of
a 90% confidence level (CL) upper-limit, the fluence corresponding to the upper-limit is the
one for which 90% of the pseudo-experiments give test-statistic values strictly larger than the
ones obtained from data. For this upper-limit, as for the sensitivity calculation, the signal
injection corresponds to a prompt signal.

As explained in the previous chapter, in the Hybrid method, the test statistics of the pseudo-
experiments TPE are larger than those of data Tdata if TPE > Tdata for the Likelihoodα test statis-
tic OR if TPE > Tdata for the A-C test statistic.

The first upper-limit is calculated using the above method and assuming a generic E−2

spectrum. The obtained value is 0.146 GeV cm−2 for the 468 long GRBs1. This corresponds
to a flux2 of 4.2× 10−10 GeV cm−2 sr−1 s−1 assuming 0.8× 667 long GRBs per year. Such a
limit allows to be model independent but has the drawback that it cannot be used for model
constraints nor can be compared to previous ICECUBE limits.

In order to compare to previous ICECUBE results as well as to set constraining limits on
models, a model dependent limit has been calculated. This limit is computed using a doubly
broken power spectrum. If the first energy break is εb and the flux normalisation is Φ0, the

1The systematic errors are included in this value.
2This flux is quasi-diffuse because a solid angle of 4π sr is used in its calculation.
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Figure 6.2: Upper-limits (90% and 68% CL) on the flux of neutrinos from long GRBs as a func-
tion of the energy break εb assuming 0.8×667 long GRBs per year. The Alhers et al. prediction
is clearly excluded and the Waxman-Bahcall prediction is in tension with the limits.

flux model can be written as [84]

dΦ

dE
=Φ0 ×


E−1ε−1

b if E < εb ,

E−2 if εb ≤ E < 10εb ,

E−4 (10εb)2 if E ≥ 10εb .

(6.1)

This model follows the following assumptions. When the protons have enough energy to in-
teract with any surrounding photons to produce neutrinos, the neutrino spectrum follows the
proton one (assumed to be E−2). For lower energy protons, the neutrino production is effi-
cient only if protons interact with photons that have a sufficient energy and this changes the
neutrino spectrum to E−1 below εb. At a certain energy, the synchrotron energy loss of the
pions produced by the proton-photon interactions cannot be neglected and this steepens the
neutrino spectrum to E−4 (above 10εb) [82].

The upper-limits calculated using this spectrum as a function of εb are shown in Fig. 6.2.
As for the sensitivity calculation the flux is calculated by renormalising the computed fluence
by assuming that there are 0.8×667 long GRBs per year. The systematic errors explained in
the previous section are included in this limit. The expected flux from the Alhers et al. [52]
and Waxman-Bahcall [48] models are shown with their possible parameter variations.

From Fig. 6.2, one can see that the Ahlers et al. model of the neutron escape is strongly



100 6. RESULTS AND DISCUSSION

excluded while the Waxman-Bahcall model of the proton escape is in tension with the limits.
The flux predictions of the two models have been lowered with respect to those published
in [84] to take into account that the current study focuses on long GRBs which represent 80%
of all GRBs in our 4 year sample.

Unfortunately, the obtained upper-limits do not allow to draw newer conclusions than
the ones of the combined IC40-IC86 GRB analysis [84]. This combined analysis included 508
GRBs which represents a larger sample than the one used in the current analysis.

6.3.2 Precursor upper-limit

Since our analysis is sensitive to possible precursor neutrinos, it is possible to set a limit on the
precursor fluence. However, it is difficult to use a precise model for the precursor spectrum
as well as for their time PDF. A solution is to use a generic E−2 energy spectrum and to use
several possible time differences between precursor neutrinos and GRB trigger times.

As in the toy-model (see Section 5.1.3), the neutrinos are assumed to be emitted at a pre-
cise time before the GRB trigger time at the source. The simulated times of the events in the
detector are then smeared because of the GRB redshifts. If for a GRB the redshift could not
be measured, a redshift is drawn randomly from the SWIFT redshift distribution shown in
Fig. 5.3. The assumption is made that our 468 long GRBs constitute a fair sample of all ob-
served long GRBs such that the unknown redshifts can be chosen randomly from the SWIFT
redshift distribution. As explained in Section 5.1.3, the redshift distribution is biased toward
lower values due to the fact that closer GRBs are easier to detect. Since we are searching for
neutrinos from a list of observed GRBs, the same bias applies to our list of GRBs. Thus, when
selecting redshifts randomly from a distribution to compensate for the missing redshifts of the
GRBs in our list, one should use a distribution of observed GRBs. The various 90% CL upper-
limits are presented in Fig. 6.3. These are the first ever upper-limits on precursor neutrinos
from GRBs as a function of the emission time.

A previous upper-limit was calculated using the ICECUBE detector in its 22 string con-
figuration (IC22) [94] assuming a precursor emission within a time window of 100 s before
the GRB trigger times. This limit is model-dependent and assumes an energy spectrum that
follows a E−2 spectrum until a break at 10 TeV followed by clear drop at 60 TeV [94]. Further-
more, the injection does not take into account the smearing effect of the redshift. A direct
comparison with the limit shown in Fig. 6.3 is thus difficult.

In order to achieve a comparison, a limit was calculated using the same injection time
window and in the conservative choice of a suppresion of the injection above 60 TeV. The
obtained limit on the fluence is 0.163 GeV cm−2 for the 468 long GRBs. Since the previous
limit was around 0.5 GeV cm−2 for 41 GRBs, our limit represents an improvement by a factor
35.

However, once this limit is compared to the original fluence prediction (see [85] for de-
tails), one needs to take into account the effect of the redshift in order to avoid an under-
estimation of the upper-limit. Once the effect of the redshift is properly treated, the obtained
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GRBs is in red and the upper-limit obtained in the current thesis is in black. The obtained
limit is below the theoretical prediction of Razzaque et al. for a H-star and improves by a
factor 11 the previous IceCube limit in which redshift effects were not taken into account.

upper-limit increases to be 0.515 GeV cm−2 which is 11 times lower than the IC22 limit. De-
spite this increase due to the effect of redshift, this limit remains lower than the predicted
fluence in the case of a H-star[85] as can be seen from Fig. 6.4. This means that the scenario
that assumes that GRBs are the results of the collapse of a star composed of a helium core
surrounded by a hydrogen shell is constrained by the obtained upper-limit.

6.3.3 Bayesian upper-limit

The above upper-limits need to assume a specific signal time PDF. It is possible to set an
upper-limit based on the 468 samples of one hour centered at the GRB trigger times without
assuming a specific source PDF by using the method described in [89]. This method, devel-
oped by our Brussels team in the light of the current analysis, uses the Bayesian formalism
to calculate an upper-limit on the rate. It was shown to be more conservative than the tradi-
tional Feldman-Cousins method [95] while being more robust to possible under-fluctuations
of the background.

Another advantage of the method is that it allows to obtain the full source PDF from which
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Figure 6.5: Source rate PDF obtained using the method described in [89]. The maximum cor-
responds to a rate of 0 events/s compatible with the background expectation. The integration
of the PDF gives an upper-limit.

a simple integration yields the 68% CL, 90% CL or any other upper-limits. Using the measured
number of off-source events (93) and of on-source events (90) as well as the on-time (1684800
s) which is equal to the off-time, the obtained 90% CL upper-limit is 1.375× 10−5 event/s.
The source PDF is shown in Fig. 6.5. From this figure, one can notice that the maximum of
the PDF is realised for a rate equal to 0 event/s. This is expected since the observed data are
compatible with the background-only hypothesis.

Since we know the on-time, the number of events per GRB that this limit represents can be
calculated. The obtained limit on the number of events per GRB is 0.05. This is the upper-limit
on the number of events after the event selection and after the 10◦ angular window selection.
It is interesting to remark that this number is almost 4 times higher than the number of events
that corresponds to the fluence upper-limit for a prompt signal injection.

The upper-limit on the rate can also be converted to a fluence using the effective area as
shown in Fig. 4.12. Since the energy averaged effective area corresponding to an E−2 energy
spectrum is 4842 GeV−1 cm2, the 90% CL fluence per solid angle upper-limit fu.l. correspond-
ing to an E−2 neutrino energy spectrum is

fu.l. =
1.375×10−5 ×1684800

4842×Ω = 4.8×10−3

Ω
GeV cm−2sr−1 = 1×10−4 GeV cm−2sr−1 , (6.2)

whereΩ is the solid angle calculated as the sum of the 468 patches of 10◦. This result is inter-
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esting as its calculation is independent of the previous upper-limits and it allows to set a limit
on the fluence per solid angle for a possible neutrino emission during the 468 samples of 1
hour.



Conclusions

T
he analysis presented in this thesis is essentially composed of two parts, the event se-
lection and the development of the statistical method. The event selection starts with
the optimisation of the IceDwalk reconstruction and continues with the development

of the QualDist method. This method as well as its optimisation procedure have been created
during this thesis work for the purpose of the analysis. This new method combined with the
creation of new variables used in the BDT selection allowed a gain in effective area by a factor
1.2 with respect to the previous GRB analysis [82].

The development of a toy-model for the investigation of the most sensitive method for the
search of neutrinos from long GRBs allowed to design a new hybrid method that improved the
sensitivity and discovery potentials by a factor 3 with respect to the previous analysis while
gaining sensitivity to possible precursor and afterglow neutrinos. It is important to note that
these improvements are achieved with respect to GRB analyses which are already very mature
as they have improved since the AMANDA detector.

However, no significant signal from long GRBs has been found, confirming previously
published results. This allowed to calculate upper-limits for the prompt and the precursor
phases. The prompt upper-limits rule out the Ahlers et al. model [52] predicting that the UHE-
CRs originate from neutrons escaping the fireball. The Waxman-Bahcall model [48] predict-
ing that the UHECRs originate from proton escape of the fireball could not be excluded even
if the limits restrict its parameter variations. These results, combined with the fact that the
search for neutrinos from short GRBs [96] did not detect any significant signal either, strongly
constrain the hypothesis that GRBs are the main sources of UHECRs.

For the first time in ICECUBE, upper-limits on the fluence of precursor neutrinos as a func-
tion of their emission time have been set. Furthermore, the limit obtained with our analysis
using the signal injection of the previous ICECUBE precursor limit improved the previous pub-
lished limit by a factor 35. This improvement, once redshift effects are taken into account, al-
lows to set a 90% upper-limit which is lower than the predicted precursor fluence in the case
of a H-star as described in [85].

It is important to remark that the current analysis has been optimised for discovery; from
the design of the toy-model comparing p-values to the optimisation of the BDT score cut
mainly based on discovery potentials. Since the various searches performed with the ICE-
CUBE detector, using different event selections and different statistical methods, did not find
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any significant neutrino signal in correlation with GRBs, a GRB neutrino signal is to my opin-
ion unlikely to appear in a cubic kilometer scale detector in a near future.

In the analysis that has been described in this thesis, the event selection allowed to analyse
events that were discarded in previous analyses [82]. Furthermore, the energy PDF constraint
used in previous likelihood based analyses was relaxed and the time window was extended
to an hour in order to be sensitive to prompt, precursor and afterglow neutrinos. Yet, no
significant signal was found. The main conclusion of this thesis is that the GRB analyses in
ICECUBE have arrived at a turn. Future analyses should not be optimised on discovery as it
was done until now but they should focus on the improvement of the sensitivity in order to
lower the possible upper-limit and definitely rule out GRBs as main sources of UHECRs.

However, there are several improvements of the analysis that could increase the probabil-
ity of a neutrino signal detection from GRBs. An analysis that uses more years of data could
restrict to well-located GRBs in order to improve the Likelihood method sensitivity to signal
events. Another possibility, in the case of a precursor search, is to restrict an analysis on GRBs
with a measured redshift such that the arrival times of the events could be corrected for the
redshift prior to the use of a statistical method. A selection of GRBs that have the highest γ
fluence would also be an interesting subset to study.

In the attempt of developing an analysis that would be optimised on the best possible
upper-limit instead of the discovery potential, one should not use the toy-model as it was
described in the current analysis. This is due to the fact that comparing p-values allows to
search for the method that is the most suitable for a discovery but this method might not be
the one that would set the most stringent upper-limits.

Hence, if a future analysis is designed to definitely rule out GRBs as main sources of the
UHECRs, it should select the statistical method based on the possible upper-limit in the case
of an absence of signal. If such a strategy was followed in the current analysis, the Likelihood
method would not be chosen because its background distribution, containing a large peak at
zero, is not optimal for an upper-limit calculation. Another method would have been more
appropriate which might have led to a different BDT score optimisation and in the end possi-
ble better upper-limits.

One should realise that ruling out GRBs as main sources of UHECRs does not rule out
neutrino production in GRBs. The presence of hadrons in the case of a collapse of a massive
star combined with the observed γ-rays should produce neutrinos but the flux of these neu-
trinos could be lower than the Waxman-Bahcall prediction if GRBs only contribute to a small
amount (or not at all) of the UHECRs. As mentioned above, in the light of recent ICECUBE

results, I doubt that these neutrinos will be detected in a cubic kilometer detector. However,
the future Gen2 detector [97] which is planned to be 10 times larger than ICECUBE and which
includes a denser core that would lower the current ICECUBE energy threshold will strongly
increase the detection effective area. With such a detector, the search for neutrinos from GRBs
would enter a different phase. One would not attempt to prove or rule out that GRBs are the
main sources of UHECRs but one would estimate the contribution of GRBs to the UHECR flux
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and in the case of a non observation of neutrinos, one could severely constrain the presence
of hadrons in GRBs.





Summary

I
n the beginning of the last century, several scientists discovered an ionising radiation that
seemed to come from the sky. After experiments at high altitudes using balloons, it was
found that charged particles coming from space were the cause of this radiation. These

particles were called cosmic rays.
Since their discovery, scientists have tried to identify the sources of these cosmic rays.

More specifically, the origin of the high energy cosmic rays is an enigma as one also needs to
explain the mechanism behind their acceleration. Within our Galaxy, supernovae are believed
to be responsible for the high energy cosmic rays.

However, at even higher energies, the sources of the so-called Ultra High Energy Cosmic
Rays (UHECRs) are believed to be located outside our Galaxy. This is due to the fact that at
a certain energy, the magnetic field of our Galaxy is not sufficient anymore to contain these
particles.

The search for the sources of the UHECRs is thus focusing on the highest energetic phe-
nomena outside our Galaxy. Since the most powerful objects known are Gamma Ray Bursts
(GRBs) in which the energy of a supernova is released in just a few seconds, it is natural to
associate these objects to the UHECRs.

Such an association implies the presence of protons (being the main component of the
UHECRs) inside the GRBs. This is supported by the generally accepted GRB progenitor hy-
pothesis. This hypothesis states that GRBs originate from the collapse of extremely massive
stars or from the merger of compact binary systems like neutron stars and black holes. In
both cases such a cataclysmic event would create a black hole generating the power required
to accelerate the surrounding matter.

Following this scenario, the accelerated protons should interact with the ambient ener-
getic photons to produce pions and subsequently high-energy neutrinos. Hence the detection
of high-energy neutrinos from GRBs would provide an unique proof that the GRBs contain a
hadronic component and that they are sources of UHECRs.

Since neutrinos are electrically neutral and interact only very weakly, they directly point
back to their source and can reach the Earth unhindered. However, their detection requires a
very large detector. Such a detector has been built at the South Pole where a cubic kilometer
of ice has been instrumented with light detectors to form the IceCube observatory.

The analysis developed in the current thesis focuses on long duration GRBs (longer than 2
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s) which are believed to originate from star collapses while the short duration GRBs (shorter
than 2 s) are believed to originate from compact binary mergers. The selection of the events
detected by the IceCube detector has been designed and optimised to search for a specific
type of neutrino, the muon neutrino. The reason for this is that these neutrinos may pro-
duce a muon, which leaves a track like signature in the detector that allows to reconstruct the
location of its origin.

Using a newly developed event selection, the background (mainly composed of muons
produced in cosmic ray interactions in our atmosphere) could be dramatically reduced while
allowing for a better signal acceptance than previous IceCube GRB analyses.

Once the background events were rejected and the neutrino induced events coming from
the Northern Hemisphere (to use the Earth as a shield against the atmospheric muon back-
ground) were extracted from the data, a study of statistical methods was performed in order
to define the most suitable method to search for neutrinos from long GRBs. This statistical
method is required to state how significant our observations are. The newly designed statisti-
cal method allowed to improve the sensitivity of the analysis by a factor three with respect to
previous analyses while extending the search time around the GRB to one hour, instead of the
usual so-called prompt emission studies.

Unfortunately, no significant signal events in correlation with GRBs have been observed.
This allowed to set upper-limits on the neutrino flux from GRBs. These limits rule out the
model that predicts that the UHECRs originate from neutrons escaping the high intensity
magnetic field surrounding GRBs. The model that predicts that a part of the protons acceler-
ated by the GRBs do not interact with photons and form the UHECRs is not excluded but its
parameter variations are constrained.

Furthermore, a limit on the fluence of neutrinos that could be emitted prior to the ob-
served GRB when the environment is still opaque to photons has also been calculated. This
limit as a function of the emission time prior to the GRB is the first one ever set by an (IceCube)
analysis and represents thus a novel result. The previous limit by IceCube on such precursor
neutrinos was calculated by assuming a specific model and only a time offset of about 100 s.
The current analysis allowed to improve this previous limit by a factor 35.

The various models predicting neutrinos from GRBs are more and more constrained and
if no signal neutrinos are found in the near future, GRBs will be definitely ruled out as main
source of the UHECRs.



Samenvatting in het
Nederlands

B
egin vorige eeuw ontdekten wetenschappers dat er ioniserende straling was in onze
atmosfeer. Experimenten op hoge hoogtes met behulp van ballonnen wezen uit dat
deze straling veroorzaakt wordt door geladen deeltjes uit de ruimte die onze atmosfeer

bombarderen. Deze geladen deeltjes werden kosmische stralen genoemd.

Wetenschappers trachten, sinds de ontdekking van de komische stralen, de origine van
deze straling te achterhalen. Tot vandaag blijft deze origine een raadsel aangezien het mech-
anisme dat de geladen deeltjes versnelt nog niet begrepen is. Er wordt aangenomen dat,
binnen ons sterrenstelsel, de Melkweg, supernovae de oorzaak zijn voor de versnelling van
hoogenergetische kosmische stralen.

Op nog hogere energieën kunnen ultra-hoogenergetische kosmische stralen (UHEKS)
ontsnappen uit het magnetisch veld van de Melkweg. Daarom wordt verondersteld dat de
bronnen van deze UHEKS zich waarschijnlijk buiten onze Melkweg bevinden.

De zoektocht naar de oorsprong van deze UHEKS richt zich daarom op de hoogst en-
ergetische fenomenen buiten de Melkweg. Aangezien Gamma Ray Bursts (GRBs) de hoogst
energetische, waargenomen objecten zijn, is het natuurlijk om deze objecten te linken aan de
UHEKS. Tijdens een GRB wordt de energie van een supernova vrijgelaten in enkele seconden.

De associatie van de UHEKS met GRBs impliceert dat er protonen (de dominante com-
ponent van de UHEKS) aanwezig moeten zijn in de GRBs. Deze aanname wordt onderste-
und door de algemeen aanvaarde GRB progenitor hypothese die stelt dat GRBs afkomstig zijn
van de ineenstorting van extreem massieve sterren, of van de fusie van dubbelsterren waarbij
beide sterren neutronensterren zijn. In beide gevallen zou een zwart gat gecreëerd worden
in dit extreem destructieve proces en zou het nodige vermogen gegenereerd worden om de
materie van de ster te versnellen tot extreme energieën.

In dit scenario zouden de versnelde protonen interageren met de fotonen, waarbij vervol-
gens pionen en hoogenergetische neutrino’s gecreëerd worden. De detectie van hoogener-
getische neutrino’s die geassocieerd zijn aan GRBs, zou dan een rechtstreeks en uniek bewijs
zijn dat GRBs afkomstig zijn van de implosie van sterren en dat zij verantwoordelijk zijn voor
de productie en versnelling van UHEKS.
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Aangezien neutrino’s slechts heel zwak interageren, vereist de detectie van deze deeltjes
een gigantische detector. Zulk een detector is gebouwd op de Zuidpool, waar een kubische
kilometer ijs geïnstrumenteerd is met licht sensoren. Deze neutrino detector wordt de Ice-
Cube neutrinodetector genoemd.

De analyse die ontwikkeld is in het onderzoek dat beschreven wordt in deze thesis fo-
cust op lange GRBs (langer dan 2 s), die vermoedelijk afkomstig zijn van de ineenstorting
van massieve sterren, daar waar korte GRBs (korter dan 2 s) waarschijnlijk afkomstig zijn
van de fusie van dubbelsterren waarbij beide sterren neutronensterren zijn. De selectie van
’events’ gedetecteerd door IceCube werd ontwikkeld en geoptimaliseerd om te zoeken naar
een bepaald type neutrino, namelijk het muon-neutrino.

Gebruik makende van deze vernieuwende event-selectie werd de achtergrond straling
in de detector, die vooral bestaat uit atmosferische muonen, sterk gereduceerd. Bovendien
was de ontwikkelde event-selectie efficiënter voor het behoud van de verwachte GRB geasso-
cieerde neutrino’s dan voorgaande selecties.

Eens de achtergrond muonen en neutrino’s verwijderd waren en de neutrino’s komende
van het noordelijk halfrond geselecteerd waren, werd bestudeerd welke statistische methode
het best gebruikt kon worden voor de zoektocht naar neutrino’s geassocieerd met lange GRBs.
Deze statistische methode is nodig om te berekenen hoe significant een observatie is. Een
nieuwe methode werd ontwikkeld en deze methode verhoogde de sensitiviteit van de analyse
met een factor drie tegenover voorgaande analyses. Bovendien werd in deze analyse tot zowel
een uur voor als na de GRB gezocht naar neutrino’s, daar waar andere analyses zoeken naar
neutrino’s die simultaan met de fotonen van de GRBs aankomen op aarde.

Spijtig genoeg werd geen significant signaal gevonden in correlatie met de GRBs. Er wer-
den dus bovenlimieten gezet op de mogelijke neutrinoflux afkomstig van GRBs. De gevon-
den limieten weerleggen modellen die voorspellen dat UHEKS afkomstig zijn van neutronen
die ontsnappen van het intense magnetische veld rondom de GRB. Het bekende model van
Waxman-Bahcall, dat voorspelt dat een deel van de protonen die versneld zijn in de GRB niet
interageert met fotonen, is niet uitgesloten, maar de mogelijke variaties van de parameters in
dit model zijn sterk beperkt.

Ook werd er een limiet gezet op de ’fluence’ (stroom) van neutrino’s die uitgezonden kan
zijn voorgaande aan de GRB, wanneer de fotonen nog niet kunnen ontsnappen. Het is de
eerste keer dat een dergelijke limiet, die weergegeven werd als functie van de tijd van emissie
voor de GRB, bepaald werd voor een IceCube analyse. De vorige, gelijkaardige limiet die
berekend werd, ging uit van een specifiek model, daar waar de hier berekende limiet al-
gemener is. Vergeleken met de voorgaande limiet is deze analyse 35 keer gevoeliger.

De verschillende modellen die neutrino’s van GRBs voorspellen worden nu meer en meer
beperkt. Indien in de nabije toekomst geen signaal van neutrino’s afkomstig van GRBs gevon-
den wordt, zullen GRBs definitief uitgesloten worden als belangrijkste bron van UHEKS.



APPENDIX

A
Long GRBs used in the
analysis

Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB110517B 190.1500 6.2900 2.1100 23.040 2011-05-17 13:44:47.600 8.740e-006 -2.150
GRB110520A 134.3410 56.4270 0.0003 15.700 2011-05-20 20:28:48.000 1.100e-006 -2.150
GRB110521A 120.1330 45.8270 0.0003 13.800 2011-05-21 15:51:31.000 4.400e-007 -2.150
GRB110522A 228.9100 55.5300 5.5600 28.160 2011-05-22 06:08:17.449 2.110e-006 -2.150
GRB110522B 184.4600 49.3300 6.4000 27.140 2011-05-22 07:06:01.931 1.060e-006 -2.150
GRB110529B 172.6000 8.7900 2.1000 45.820 2011-05-29 06:17:41.014 6.780e-006 -2.150
GRB110530A 282.0680 61.9290 0.0002 19.600 2011-05-30 15:31:02.000 3.300e-007 -2.150
GRB110531A 190.5100 11.8500 11.0600 38.650 2011-05-31 10:45:10.560 2.300e-006 -2.150
GRB110601A 310.7100 11.4800 3.0000 52.210 2011-06-01 16:20:16.076 1.240e-005 -2.150
GRB110604A 271.0030 18.4720 0.0507 45.000 2011-06-04 14:49:45.666 3.100e-005 -2.150
GRB110605A 14.9500 52.4600 1.0000 82.690 2011-06-05 04:23:32.304 1.930e-005 -2.150
GRB110610A 308.1790 74.8250 0.0003 47.000 2011-06-10 15:22:06.000 8.700e-006 -2.150
GRB110622A 133.9600 19.4600 1.7900 70.400 2011-06-22 03:47:19.105 5.430e-005 -2.150
GRB110625A 286.7510 6.7550 0.0132 24.000 2011-06-25 21:08:22.000 6.100e-005 -2.150
GRB110626A 131.9100 5.5600 7.6600 6.400 2011-06-26 10:44:54.213 1.160e-006 -2.150
GRB110629A 69.3700 25.0100 4.8200 61.700 2011-06-29 04:09:58.198 2.430e-006 -2.150
GRB110705B 122.9600 28.8000 3.0800 19.200 2011-07-05 08:43:43.418 8.940e-006 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB110706A 100.0800 6.1400 8.0300 12.040 2011-07-06 04:51:04.029 3.270e-006 -2.150
GRB110706C 9.0600 31.7300 4.1100 16.890 2011-07-06 17:27:56.345 2.340e-006 -2.150
GRB110706D 347.4700 7.1100 2.5800 33.220 2011-07-06 23:26:51.412 6.550e-006 -2.150
GRB110708A 340.1210 53.9600 0.0162 50.000 2011-07-08 04:43:22.000 2.000e-006 -2.150
GRB110709A 238.8910 40.9240 0.0003 44.700 2011-07-09 15:24:29.000 3.700e-005 -2.150
GRB110709C 155.3800 23.1200 1.5300 24.060 2011-07-09 11:06:53.366 6.910e-006 -2.150
GRB110710A 229.0900 48.4000 3.8700 22.720 2011-07-10 22:53:50.597 9.320e-006 -2.150
GRB110719A 24.5810 34.5860 0.0004 41.000 2011-07-19 06:09:11.000 1.800e-006 -2.150
GRB110722A 215.0600 5.0000 1.9900 73.470 2011-07-22 16:39:16.676 2.110e-005 -2.150
GRB110722B 8.2800 62.7400 4.6600 14.340 2011-07-22 17:01:45.914 1.800e-006 -2.150
GRB110726A 286.7170 56.0710 0.0001 5.200 2011-07-26 01:30:40.000 2.200e-007 1.036
GRB110726B 317.7100 2.4700 3.8200 29.950 2011-07-26 05:03:59.487 4.360e-006 -2.150
GRB110729A 353.3900 4.9700 1.3600 408.580 2011-07-29 03:25:05.929 4.640e-005 -2.150
GRB110801A 89.4370 80.9560 0.0001 385.000 2011-08-01 19:49:42.000 7.300e-006 1.858
GRB110806A 112.0400 2.3800 2.4200 28.410 2011-08-06 22:25:31.115 7.190e-006 -2.150
GRB110812A 358.4090 72.2060 0.0304 30.000 2011-08-12 00:20:08.000 -1.000e-005 -2.150
GRB110812B 77.7600 1.7100 2.4900 11.260 2011-08-12 21:35:08.607 1.170e-006 -2.150
GRB110813A 61.2400 34.5600 1.0000 22.780 2011-08-13 05:40:50.931 4.770e-006 -2.150
GRB110815A 85.2970 32.4420 0.1137 20.000 2011-08-15 09:40:55.971 5.000e-005 -2.150
GRB110820A 343.1920 70.2980 0.0004 256.000 2011-08-20 17:38:27.000 8.200e-007 -2.150
GRB110820C 90.5100 21.6300 3.9600 11.270 2011-08-20 11:25:44.348 7.980e-007 -2.150
GRB110824A 152.0500 1.3200 1.6800 76.610 2011-08-24 00:13:09.941 1.490e-005 -2.150
GRB110825A 44.8960 15.4000 0.3437 6.900 2011-08-25 02:27:03.000 5.450e-005 -2.150
GRB110827A 164.0590 53.8170 0.0223 8.500 2011-08-27 00:01:52.000 1.800e-007 -2.150
GRB110831A 352.3500 33.6600 5.8600 98.880 2011-08-31 06:45:26.606 4.420e-006 -2.150
GRB110903A 197.0610 58.9850 0.0203 370.000 2011-09-03 02:39:33.115 4.200e-005 -2.150
GRB110903B 164.2100 42.0800 1.1800 28.670 2011-09-03 00:13:06.293 1.520e-005 -2.150
GRB110904A 359.6900 35.9000 2.6300 83.910 2011-09-04 02:58:15.961 1.110e-005 -2.150
GRB110904C 323.7400 23.9400 1.6800 20.480 2011-09-04 12:44:19.330 3.810e-006 -2.150
GRB110906B 26.3200 17.6500 4.0300 23.940 2011-09-06 07:15:13.419 3.800e-006 -2.150
GRB110915B 77.5480 1.9250 0.0405 18.000 2011-09-15 18:24:19.000 -1.000e-005 -2.150
GRB110919A 279.9700 66.4300 1.0000 35.070 2011-09-19 15:12:15.784 2.680e-005 -2.150
GRB110920A 87.5700 38.7600 5.0000 9.730 2011-09-20 08:07:16.410 2.690e-006 -2.150
GRB110921A 294.0980 36.3290 0.0003 48.000 2011-09-21 13:51:20.000 4.200e-006 -2.150
GRB110926A 69.4400 10.4300 3.2700 75.270 2011-09-26 02:33:36.644 1.200e-005 -2.150
GRB110928A 257.7330 36.5360 0.0004 26.700 2011-09-28 01:51:31.000 6.900e-007 -2.150
GRB110928B 153.4000 34.2900 1.4200 148.230 2011-09-28 04:19:51.410 1.420e-005 -2.150
GRB111005B 340.3000 75.8000 5.2800 30.720 2011-10-05 09:33:03.376 2.060e-006 -2.150
GRB111010A 87.0900 43.9800 3.1800 82.430 2011-10-10 05:40:34.564 1.100e-005 -2.150
GRB111010C 69.8000 41.8800 1.6700 52.990 2011-10-10 17:00:35.288 1.260e-005 -2.150
GRB111012A 154.0100 68.0900 2.0800 20.740 2011-10-12 10:56:37.442 1.650e-005 -2.150
GRB111012B 97.2200 67.0500 1.7100 7.930 2011-10-12 19:27:39.098 3.290e-006 -2.150
GRB111016A 153.8340 27.4620 0.0003 550.000 2011-10-16 18:37:04.000 4.000e-006 -2.150
GRB111018B 106.0800 66.1400 7.1500 8.190 2011-10-18 14:16:48.868 1.110e-006 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB111018C 124.1800 81.2900 7.4600 29.700 2011-10-18 18:50:14.710 1.760e-006 -2.150
GRB111022B 108.9650 49.6840 0.0003 101.640 2011-10-22 17:13:04.000 9.000e-007 -2.150
GRB111029A 44.7840 57.1110 0.0004 7.600 2011-10-29 09:44:40.000 3.900e-007 -2.150
GRB111103B 265.6930 1.6100 0.0003 167.000 2011-11-03 10:59:03.000 2.000e-005 -2.150
GRB111105A 153.4800 7.2800 14.2400 43.520 2011-11-05 10:57:36.083 1.680e-006 -2.150
GRB111109C 129.9800 44.6500 1.5000 9.670 2011-11-09 20:57:16.657 6.690e-006 -2.150
GRB111124A 94.0600 4.6300 9.4200 8.960 2011-11-24 07:24:10.086 6.260e-007 -2.150
GRB111127A 103.7000 3.5000 2.0900 19.010 2011-11-27 19:27:01.698 8.640e-006 -2.150
GRB111201A 190.4850 32.9940 0.0213 16.890 2011-12-01 14:22:45.260 1.000e-006 -2.150
GRB111203A 53.2200 33.4700 3.2300 55.550 2011-12-03 01:17:04.034 4.650e-006 -2.150
GRB111208A 290.2150 40.6690 0.0223 40.960 2011-12-08 08:28:10.789 1.000e-006 -2.150
GRB111211A 153.0910 11.1820 0.0304 25.000 2011-12-11 22:17:33.000 9.200e-006 0.478
GRB111215A 349.5550 32.4940 0.0002 796.000 2011-12-15 14:04:08.000 4.500e-006 -2.150
GRB111215B 222.4030 16.4390 0.0767 75.000 2011-12-15 20:28:02.720 5.300e-005 -2.150
GRB111216A 185.9900 5.8300 1.3700 83.780 2011-12-16 09:20:31.510 4.170e-005 -2.150
GRB111225A 13.1550 51.5720 0.0001 106.800 2011-12-25 03:50:37.000 1.300e-006 0.297
GRB111226A 21.5000 3.8700 1.0000 74.750 2011-12-26 19:04:58.285 1.150e-005 -2.150
GRB111228A 150.0670 18.2980 0.0002 101.200 2011-12-28 15:44:43.000 1.800e-005 0.714
GRB111228B 330.6500 14.4700 3.5700 2.940 2011-12-28 10:52:50.520 2.750e-006 -2.150
GRB111230A 150.1900 33.4300 2.7800 28.160 2011-12-30 16:23:08.604 2.900e-006 -2.150
GRB120105A 203.6900 40.0700 2.8000 22.530 2012-01-05 14:00:35.901 1.470e-006 -2.150
GRB120106A 66.1080 64.0380 0.0002 61.600 2012-01-06 14:16:24.000 9.700e-007 -2.150
GRB120109A 251.3300 30.8000 11.3300 38.660 2012-01-09 19:46:01.942 1.920e-006 -2.150
GRB120111A 95.3400 5.0000 5.3800 76.800 2012-01-11 01:13:27.628 3.970e-006 -2.150
GRB120114A 317.9040 57.0360 0.0233 43.270 2012-01-14 16:20:05.680 -1.000e-005 -2.150
GRB120116A 16.2410 33.9310 0.0003 41.000 2012-01-16 18:06:28.000 2.900e-006 -2.150
GRB120118C 166.5700 47.8700 7.1700 17.150 2012-01-18 21:32:45.806 1.620e-006 -2.150
GRB120120A 134.7200 35.4700 5.7100 32.260 2012-01-20 10:21:25.415 1.500e-006 -2.150
GRB120129A 30.4400 59.2820 3.8260 3.070 2012-01-29 13:55:46.244 2.700e-005 -2.150
GRB120130B 64.9600 9.4800 5.5500 3.580 2012-01-30 21:44:54.331 5.250e-007 -2.150
GRB120130C 323.3000 58.5600 1.0000 38.910 2012-01-30 22:30:34.465 1.040e-005 -2.150
GRB120202A 203.5070 22.7750 0.0253 100.000 2012-02-02 21:40:17.000 7.000e-007 -2.150
GRB120206A 73.4500 58.4100 2.2500 9.480 2012-02-06 22:46:16.685 5.880e-006 -2.150
GRB120213A 301.0120 65.4110 0.0004 48.900 2012-02-13 00:27:19.000 1.900e-006 -2.150
GRB120213B 183.4900 5.7600 4.2000 13.820 2012-02-13 14:32:44.609 2.680e-006 -2.150
GRB120217A 122.4400 36.7700 3.2300 5.890 2012-02-17 19:23:50.572 1.750e-006 -2.150
GRB120217B 298.7300 32.7000 1.5000 2.620 2012-02-17 21:41:57.768 4.860e-006 -2.150
GRB120219A 129.7900 51.0320 0.0003 90.500 2012-02-19 14:30:08.000 5.400e-007 -2.150
GRB120224B 118.4200 41.3400 4.6000 60.930 2012-02-24 06:46:28.523 9.120e-006 -2.150
GRB120224C 331.0600 10.1800 3.5900 29.180 2012-02-24 21:33:07.385 2.600e-006 -2.150
GRB120226A 300.0500 48.8100 0.5000 80.000 2012-02-26 20:54:19.724 7.500e-005 -2.150
GRB120226B 87.5900 52.3500 1.1500 14.590 2012-02-26 10:44:16.385 5.850e-006 -2.150
GRB120227A 84.7600 8.5000 6.3300 19.710 2012-02-27 09:22:45.971 3.740e-006 -2.150
GRB120308A 219.0850 79.6870 0.0003 60.600 2012-03-08 06:13:38.000 1.200e-006 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB120308B 30.7500 55.2200 1.1900 25.600 2012-03-08 14:06:05.773 6.720e-006 -2.150
GRB120311A 273.0920 14.2960 0.0004 3.500 2012-03-11 05:33:38.000 3.000e-007 -2.150
GRB120312A 251.8120 23.8810 0.0213 14.200 2012-03-12 16:06:28.000 5.700e-007 -2.150
GRB120320A 212.5180 8.6960 0.0004 25.740 2012-03-20 11:56:15.000 5.900e-007 -2.150
GRB120324A 291.0790 24.1300 0.0003 118.000 2012-03-24 05:59:11.000 4.500e-005 -2.150
GRB120326A 273.9050 69.2600 0.0003 69.600 2012-03-26 01:20:29.000 3.540e-006 1.798
GRB120328B 229.0380 25.2990 1.0770 29.700 2012-03-28 06:26:20.953 7.740e-005 -2.150
GRB120404A 235.0100 12.8850 0.0003 38.700 2012-04-04 12:51:02.000 1.600e-006 1.633
GRB120412B 38.9100 7.0600 2.8000 101.190 2012-04-12 22:04:40.564 7.030e-006 -2.150
GRB120415A 213.5400 16.7300 4.3600 12.540 2012-04-15 01:49:57.682 2.230e-006 -2.150
GRB120415C 150.4600 61.2700 4.9600 12.540 2012-04-15 22:59:19.133 2.310e-006 -2.150
GRB120420B 109.2600 10.7600 1.1100 254.920 2012-04-20 20:35:13.070 4.330e-005 -2.150
GRB120422A 136.9100 14.0180 0.0003 5.350 2012-04-22 07:12:03.000 2.300e-007 0.280
GRB120430A 47.2500 18.5200 5.7500 14.590 2012-04-30 23:30:43.349 5.560e-007 -2.150
GRB120504A 329.9400 46.8300 4.0600 41.980 2012-05-04 11:13:39.935 3.360e-006 -2.150
GRB120510A 44.0470 72.8870 0.0008 130.000 2012-05-10 08:47:44.000 3.820e-006 -2.150
GRB120512A 325.5580 13.6360 0.0101 40.000 2012-05-12 02:41:40.000 9.330e-006 -2.150
GRB120520A 45.8600 35.2800 8.3000 5.760 2012-05-20 22:46:24.663 4.410e-007 -2.150
GRB120521C 214.2860 42.1450 0.0003 26.700 2012-05-21 23:22:07.000 1.100e-006 6.000
GRB120522B 56.0700 54.8500 2.0200 28.160 2012-05-22 08:39:16.839 9.320e-006 -2.150
GRB120528A 295.1300 6.5000 5.9800 16.390 2012-05-28 10:36:00.217 3.790e-006 -2.150
GRB120530A 175.9600 78.8300 3.2700 77.060 2012-05-30 02:53:41.862 7.170e-006 -2.150
GRB120531A 290.4000 1.2200 11.0300 25.350 2012-05-31 09:26:38.365 9.100e-007 -2.150
GRB120605A 243.6100 41.5100 2.6200 18.110 2012-06-05 10:52:15.904 3.250e-006 -2.150
GRB120608B 313.2600 12.6400 5.0800 24.840 2012-06-08 18:38:33.035 3.170e-006 -2.150
GRB120612B 211.8800 34.5600 7.0800 63.240 2012-06-12 16:19:45.548 2.060e-006 -2.150
GRB120618A 77.3100 75.8500 2.5900 17.600 2012-06-18 03:03:49.875 5.580e-006 -2.150
GRB120624B 170.8860 8.9330 0.0101 274.000 2012-06-24 22:19:30.985 1.920e-004 -2.150
GRB120625A 51.2600 51.0700 1.1700 7.430 2012-06-25 02:50:46.037 1.020e-005 -2.150
GRB120703B 69.4900 34.7400 2.6000 64.510 2012-07-03 10:01:11.688 1.110e-005 -2.150
GRB120703C 210.5100 46.2600 5.1500 77.570 2012-07-03 11:56:56.870 2.600e-006 -2.150
GRB120711B 331.7100 59.9960 0.0324 60.000 2012-07-11 03:11:02.580 5.600e-007 -2.150
GRB120715A 272.1500 58.7900 3.7300 29.690 2012-07-15 01:35:15.573 2.200e-006 -2.150
GRB120716A 313.0890 9.5580 0.1747 234.490 2012-07-16 17:05:03.908 1.470e-005 2.480
GRB120716B 304.5300 59.4100 5.0900 24.960 2012-07-16 13:51:02.134 5.220e-006 -2.150
GRB120722A 230.4970 13.2510 0.0004 42.400 2012-07-22 12:53:26.000 1.200e-006 0.959
GRB120724A 245.1800 3.5080 0.0003 72.800 2012-07-24 06:39:02.000 6.800e-007 1.480
GRB120727B 37.7600 16.3600 1.0000 10.490 2012-07-27 16:20:19.529 9.240e-006 -2.150
GRB120729A 13.0740 49.9400 0.0003 71.500 2012-07-29 10:56:14.000 5.100e-006 0.800
GRB120802A 44.8420 13.7680 0.0005 50.000 2012-08-02 08:00:51.000 1.900e-006 3.796
GRB120803B 314.2360 53.3040 0.0003 37.500 2012-08-03 11:06:06.000 2.500e-006 -2.150
GRB120805A 216.5380 5.8250 0.0005 48.000 2012-08-05 21:28:09.000 8.200e-007 -2.150
GRB120806A 308.9900 6.3300 4.2500 26.630 2012-08-06 00:10:08.866 4.900e-006 -2.150
GRB120811C 199.6830 62.3010 0.0003 26.800 2012-08-11 15:34:52.000 3.000e-006 2.671
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB120819B 171.5400 49.4200 7.9400 66.300 2012-08-19 01:08:26.765 1.330e-006 -2.150
GRB120824A 70.9200 17.6300 3.0000 111.620 2012-08-24 14:16:00.734 5.920e-006 -2.150
GRB120830C 110.0300 17.5300 3.3900 49.670 2012-08-30 16:51:36.680 5.660e-006 -2.150
GRB120905A 355.9600 16.9900 1.8000 195.590 2012-09-05 15:46:21.166 1.960e-005 -2.150
GRB120911A 357.9790 63.0990 0.0003 22.020 2012-09-11 07:08:33.988 2.340e-006 -2.150
GRB120913A 146.4000 26.9590 0.0122 40.960 2012-09-13 20:18:22.887 3.800e-009 -2.150
GRB120914A 267.9400 1.8200 5.3500 10.240 2012-09-14 03:26:42.114 7.350e-007 -2.150
GRB120916A 205.6310 36.7000 0.4953 26.000 2012-09-16 04:07:46.689 1.950e-005 -2.150
GRB120923A 303.7950 6.2210 0.0003 27.200 2012-09-23 05:16:06.000 3.200e-007 -2.150
GRB120926A 318.3900 58.3800 1.5100 4.290 2012-09-26 08:02:56.573 2.480e-006 -2.150
GRB121005B 149.7300 25.4000 5.3900 141.570 2012-10-05 08:09:12.865 5.170e-006 -2.150
GRB121011A 260.2150 41.1100 0.0004 31.000 2012-10-11 11:15:30.264 1.000e-005 0.580
GRB121019A 43.4700 62.1400 7.5200 14.340 2012-10-19 05:35:09.226 5.890e-007 -2.150
GRB121102B 258.4700 14.0900 12.1500 2.050 2012-11-02 01:32:47.937 5.670e-007 -2.150
GRB121104A 72.1400 14.0800 4.0500 59.130 2012-11-04 15:02:15.495 4.450e-006 -2.150
GRB121108A 83.1940 54.4740 0.0003 89.000 2012-11-08 17:47:39.000 9.600e-007 -2.150
GRB121113A 313.1700 59.8200 2.0600 95.490 2012-11-13 13:02:43.531 2.690e-005 -2.150
GRB121117B 279.1400 44.9300 4.3200 331.780 2012-11-17 00:25:37.726 1.060e-005 -2.150
GRB121118A 299.3790 65.6540 1.1443 33.800 2012-11-18 13:48:54.256 6.780e-006 -2.150
GRB121122A 35.2620 45.1390 3.7097 8.190 2012-11-22 21:14:52.546 5.460e-005 -2.150
GRB121122B 52.6700 46.4700 12.8900 8.700 2012-11-22 13:31:27.521 8.150e-007 -2.150
GRB121122C 355.4500 6.3400 2.6600 125.440 2012-11-22 20:52:49.028 9.070e-006 -2.150
GRB121125A 228.5280 55.3130 0.0003 52.200 2012-11-25 08:32:27.000 9.500e-006 -2.150
GRB121125B 177.5300 38.5400 5.2400 12.860 2012-11-25 11:14:47.490 8.570e-007 -2.150
GRB121202A 256.7970 23.9480 0.0002 20.100 2012-12-02 04:20:05.000 2.000e-006 -2.150
GRB121210A 202.5400 17.7700 8.2500 12.800 2012-12-10 01:56:01.527 2.020e-006 -2.150
GRB121211B 72.3700 8.6300 5.2300 8.960 2012-12-11 16:41:02.769 1.340e-006 -2.150
GRB121212A 177.7920 78.0370 0.0003 10.000 2012-12-12 06:56:12.000 1.200e-007 -2.150
GRB121220A 31.0700 48.2800 8.3000 5.120 2012-12-20 07:28:13.239 4.530e-007 -2.150
GRB121221A 214.2600 33.5500 4.2200 38.910 2012-12-21 21:59:29.970 5.040e-006 -2.150
GRB121223A 50.1100 21.3700 2.7400 11.010 2012-12-23 07:11:19.812 7.020e-006 -2.150
GRB130102A 311.4230 49.8180 0.0003 77.500 2013-01-02 18:10:53.000 7.200e-007 -2.150
GRB130104A 174.0900 25.9200 2.4400 26.370 2013-01-04 17:18:07.049 5.670e-006 -2.150
GRB130106B 28.7600 63.3800 1.8700 70.400 2013-01-06 23:52:25.792 1.540e-005 -2.150
GRB130109A 17.4500 19.2400 3.7200 8.960 2013-01-09 04:56:26.261 2.540e-006 -2.150
GRB130112A 236.0300 52.1900 4.9300 35.330 2013-01-12 06:52:07.524 2.610e-006 -2.150
GRB130115A 171.0900 22.6200 2.7800 13.570 2013-01-15 17:10:39.182 2.720e-006 -2.150
GRB130117A 341.2400 2.8100 6.1700 78.850 2013-01-17 02:05:11.425 2.850e-006 -2.150
GRB130118A 278.3000 40.9800 6.7000 21.570 2013-01-18 11:33:29.360 8.280e-007 -2.150
GRB130122A 194.2850 59.0150 0.0003 64.000 2013-01-22 23:44:09.000 7.400e-007 -2.150
GRB130131A 171.1260 48.0760 0.0003 51.600 2013-01-31 13:56:22.000 3.100e-007 -2.150
GRB130131B 173.9560 15.0380 0.0003 4.300 2013-01-31 19:10:08.000 3.400e-007 2.539
GRB130208A 181.6000 50.9300 4.6700 41.470 2013-02-08 16:24:23.836 2.260e-006 -2.150
GRB130215A 43.4860 13.3870 0.0152 46.000 2013-02-15 01:31:25.437 2.020e-005 0.597
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB130215B 3.1100 59.3800 2.1000 58.110 2013-02-15 15:34:16.190 2.150e-005 -2.150
GRB130216A 67.9010 14.6700 0.0101 6.500 2013-02-16 22:15:24.000 6.230e-006 -2.150
GRB130216B 58.8660 2.0360 0.0152 15.290 2013-02-16 18:58:11.695 4.800e-006 -2.150
GRB130217A 96.7200 6.8000 8.1900 14.840 2013-02-17 16:31:19.119 1.100e-006 -2.150
GRB130219A 303.7300 40.8300 1.2100 96.000 2013-02-19 18:35:51.730 3.180e-005 -2.150
GRB130220A 306.2000 31.7400 1.1400 6.400 2013-02-20 23:08:48.202 7.240e-006 -2.150
GRB130224A 205.9000 59.7200 2.6200 70.910 2013-02-24 08:53:02.377 4.960e-006 -2.150
GRB130228A 265.8300 55.9300 0.5000 111.750 2013-02-28 02:40:02.166 1.240e-005 -2.150
GRB130304A 98.9300 53.5700 1.2000 67.840 2013-03-04 09:49:53.099 3.700e-005 -2.150
GRB130305A 116.7740 52.0370 0.0182 25.600 2013-03-05 11:39:11.369 5.700e-005 -2.150
GRB130307B 319.5200 10.7700 4.4200 63.490 2013-03-07 05:42:19.325 3.970e-006 -2.150
GRB130314A 206.2100 46.7700 1.4100 142.850 2013-03-14 03:31:16.299 1.460e-005 -2.150
GRB130318A 200.7400 8.1200 9.9400 137.990 2013-03-18 10:56:31.179 3.410e-006 -2.150
GRB130324A 255.4300 0.0500 6.0300 37.760 2013-03-24 01:00:24.747 1.900e-006 -2.150
GRB130327A 92.0390 55.7150 0.0003 9.000 2013-03-27 01:47:34.000 2.300e-007 -2.150
GRB130331A 164.4700 29.6400 2.4300 13.820 2013-03-31 13:35:44.870 9.330e-006 -2.150
GRB130404A 30.7500 1.5400 7.2400 3.330 2013-04-04 10:15:40.052 8.430e-007 -2.150
GRB130406C 138.2100 42.8300 14.8400 2.560 2013-04-06 08:29:36.580 2.980e-007 -2.150
GRB130407B 53.5300 44.1700 9.2900 32.000 2013-04-07 19:12:43.057 1.750e-006 -2.150
GRB130408B 118.7700 66.3400 3.9300 9.210 2013-04-08 15:40:22.855 2.050e-006 -2.150
GRB130409A 30.5200 44.1000 2.2200 26.110 2013-04-09 23:01:59.658 7.870e-006 -2.150
GRB130416A 99.2800 24.7000 14.3400 3.080 2013-04-16 16:34:07.062 2.810e-007 -2.150
GRB130418A 149.0370 13.6670 0.0003 300.000 2013-04-18 19:00:53.000 1.800e-006 1.218
GRB130419A 355.2780 9.9000 0.0263 75.700 2013-04-19 13:30:29.000 7.800e-007 -2.150
GRB130420A 196.1060 59.4240 0.0003 123.500 2013-04-20 07:28:29.000 1.400e-005 1.297
GRB130420B 183.1280 54.3910 0.0003 13.830 2013-04-20 12:56:32.988 1.040e-007 -2.150
GRB130427A 173.1360 27.6980 0.0006 162.830 2013-04-27 07:47:57.000 1.980e-003 0.340
GRB130502B 66.6480 71.0840 0.0930 27.392 2013-05-02 07:51:12.763 1.210e-004 -2.150
GRB130504C 91.7150 3.8460 0.1550 67.000 2013-05-04 23:29:00.540 1.340e-004 -2.150
GRB130505A 137.0610 17.4850 0.0003 14.000 2013-05-05 08:22:24.527 3.130e-004 2.270
GRB130508A 305.3510 34.9660 0.0223 42.000 2013-05-08 17:08:53.000 6.600e-007 -2.150
GRB130511A 196.6450 18.7100 0.0003 5.430 2013-05-11 11:30:47.000 2.200e-007 1.303
GRB130515C 146.7700 11.2600 10.5000 2.560 2013-05-15 18:06:51.391 6.800e-007 -2.150
GRB130517A 41.8600 42.6600 1.5000 32.520 2013-05-17 18:44:12.981 1.870e-005 -2.150
GRB130518A 355.6710 47.4780 0.0294 22.000 2013-05-18 13:54:50.000 9.300e-005 2.490
GRB130521A 87.5680 14.4700 0.0162 11.000 2013-05-21 22:49:16.000 4.200e-007 -2.150
GRB130521B 281.6410 22.7230 0.1207 23.000 2013-05-21 21:24:31.599 1.900e-005 -2.150
GRB130522A 134.1500 17.6200 4.9000 27.900 2013-05-22 12:14:31.135 3.990e-006 -2.150
GRB130528A 139.5010 87.3010 0.0003 59.400 2013-05-28 16:41:23.000 8.000e-006 -2.150
GRB130528B 352.7000 27.8100 5.5000 66.300 2013-05-28 12:04:31.329 3.340e-006 -2.150
GRB130530A 160.9500 25.2300 1.0400 58.620 2013-05-30 17:15:23.006 6.330e-006 -2.150
GRB130603A 86.8970 82.9090 0.0003 76.000 2013-06-03 05:59:32.000 1.900e-006 -2.150
GRB130604A 250.1880 68.2270 0.0004 37.700 2013-06-04 06:54:26.000 1.400e-006 -2.150
GRB130606A 249.3960 29.7960 0.0003 276.580 2013-06-06 21:04:39.000 4.400e-006 5.910
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB130606C 339.3700 12.4900 1.6700 24.130 2013-06-06 07:35:30.405 9.360e-006 -2.150
GRB130608A 24.6110 41.5030 0.0003 44.400 2013-06-08 23:14:21.000 9.000e-007 -2.150
GRB130609A 152.6690 24.1320 0.0004 7.000 2013-06-09 03:05:08.000 7.700e-007 -2.150
GRB130610A 224.4200 28.2070 0.0001 46.400 2013-06-10 03:12:13.000 6.100e-006 -2.150
GRB130612A 259.7940 16.7200 0.0003 7.420 2013-06-12 03:22:23.361 5.700e-007 2.006
GRB130612B 247.9400 31.0200 1.7900 10.240 2013-06-12 10:57:14.628 8.330e-006 -2.150
GRB130615B 184.8600 69.6200 6.2000 21.760 2013-06-15 09:33:07.462 2.740e-006 -2.150
GRB130620A 74.4200 61.1900 12.2700 14.590 2013-06-20 11:57:06.927 1.180e-006 -2.150
GRB130623B 194.6100 35.5100 7.2000 29.440 2013-06-23 03:06:37.123 9.450e-007 -2.150
GRB130623C 203.5900 49.0300 7.1200 44.550 2013-06-23 09:30:24.065 1.070e-006 -2.150
GRB130623E 107.4300 36.0400 4.6300 42.240 2013-06-23 18:57:50.985 8.690e-006 -2.150
GRB130624A 337.3200 11.4500 6.9000 95.230 2013-06-24 02:13:56.084 1.150e-006 -2.150
GRB130625A 343.2780 82.1740 0.0004 38.100 2013-06-25 07:00:39.000 1.800e-006 -2.150
GRB130626B 24.8900 4.9300 4.0300 28.160 2013-06-26 14:17:32.492 4.820e-006 -2.150
GRB130630A 170.0100 60.0600 1.0000 17.150 2013-06-30 06:31:19.699 1.650e-005 -2.150
GRB130701A 357.2290 36.1010 0.0003 4.380 2013-07-01 04:17:43.000 5.800e-006 1.155
GRB130702A 216.4000 15.8000 0.5000 26.000 2013-07-02 00:05:23.000 5.720e-006 0.145
GRB130702B 292.1600 10.3900 12.9500 16.390 2013-07-02 22:48:59.526 7.530e-007 -2.150
GRB130716B 348.8700 45.3400 6.2700 91.140 2013-07-16 08:26:19.203 2.990e-006 -2.150
GRB130720A 243.5000 14.9700 6.5800 48.640 2013-07-20 02:46:40.720 4.240e-006 -2.150
GRB130725A 230.0600 0.6240 0.0253 101.800 2013-07-25 11:37:11.000 9.700e-007 -2.150
GRB130725C 42.4500 64.8200 2.2700 6.650 2013-07-25 12:38:40.770 5.180e-006 -2.150
GRB130806A 35.9290 67.5320 0.0004 6.100 2013-08-06 02:51:33.000 1.700e-007 -2.150
GRB130813A 204.0300 56.3400 10.4700 11.260 2013-08-13 18:59:22.758 1.230e-006 -2.150
GRB130815A 164.7100 49.5700 1.6000 236.290 2013-08-15 10:05:07.886 4.590e-005 -2.150
GRB130818A 192.2900 57.5800 2.2300 25.350 2013-08-18 22:34:33.785 3.530e-006 -2.150
GRB130828A 259.8300 28.0000 0.3000 136.450 2013-08-28 07:20:00.153 6.050e-005 -2.150
GRB130828B 188.2500 27.8900 2.4300 3.910 2013-08-28 19:23:54.001 2.780e-006 -2.150
GRB130829A 182.4260 46.5200 0.0132 42.560 2013-08-29 05:43:33.000 1.200e-006 -2.150
GRB130829B 258.5100 6.0000 1.6900 6.660 2013-08-29 16:08:01.073 3.680e-006 -2.150
GRB130831A 358.6250 29.4300 0.0003 32.500 2013-08-31 13:04:16.000 7.600e-006 0.479
GRB130831C 267.4500 61.0300 8.0600 24.830 2013-08-31 01:24:13.793 2.130e-006 -2.150
GRB130906A 194.1100 4.2000 12.3900 11.260 2013-09-06 05:19:30.538 6.270e-007 -2.150
GRB130907A 215.8920 45.6070 0.0002 206.080 2013-09-07 21:39:15.997 7.900e-004 1.238
GRB130913A 341.9600 1.2940 0.0507 10.000 2013-09-13 00:28:21.000 1.300e-007 -2.150
GRB130919C 59.8000 48.5200 5.7200 80.900 2013-09-19 08:27:04.735 4.680e-006 -2.150
GRB130925B 83.4300 55.3000 4.1200 265.470 2013-09-25 13:05:43.127 1.490e-005 -2.150
GRB131002A 253.2210 82.0540 0.0003 55.040 2013-10-02 06:55:06.994 1.400e-006 -2.150
GRB131014B 15.0500 21.4300 6.9400 30.210 2013-10-14 12:18:36.157 1.950e-006 -2.150
GRB131018B 304.4100 23.1100 0.1300 39.930 2013-10-18 16:08:39.181 2.730e-006 -2.150
GRB131024B 144.5030 44.2720 0.0005 64.000 2013-10-24 21:35:31.000 4.260e-006 -2.150
GRB131028A 61.2250 71.5950 2.7067 17.150 2013-10-28 01:49:02.346 1.620e-004 -2.150
GRB131029A 200.7850 48.2980 0.2600 84.000 2013-10-29 23:20:48.000 3.000e-005 -2.150
GRB131108A 156.4000 9.9000 0.5000 23.040 2013-11-08 20:41:52.947 3.650e-005 2.400
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB131108B 353.6000 33.8800 4.7000 14.590 2013-11-08 00:34:42.828 2.820e-006 -2.150
GRB131110B 9.8100 8.1600 3.9600 27.320 2013-11-10 08:57:01.343 3.270e-006 -2.150
GRB131122A 152.5550 57.7400 0.0162 70.000 2013-11-22 21:25:01.000 2.000e-006 -2.150
GRB131122B 261.6700 33.3800 1.6900 23.040 2013-11-22 11:45:05.397 2.830e-005 -2.150
GRB131125A 114.6750 48.4140 0.9113 2.810 2013-11-25 16:32:51.048 5.530e-007 -2.150
GRB131127A 332.7300 36.6090 0.0003 92.100 2013-11-27 10:11:35.000 1.900e-006 -2.150
GRB131127D 246.3000 33.9200 8.6600 15.100 2013-11-27 16:41:46.343 1.220e-006 -2.150
GRB131128A 355.3080 31.3060 0.0003 3.000 2013-11-28 15:06:24.000 4.400e-007 -2.150
GRB131202B 169.6600 21.2500 2.2400 86.020 2013-12-02 21:45:20.420 1.240e-005 -2.150
GRB131209B 253.8800 72.6000 6.1400 4.090 2013-12-09 23:06:16.406 6.570e-007 -2.150
GRB131215A 258.6540 7.8620 0.0608 300.000 2013-12-15 09:08:20.000 1.400e-005 -2.150
GRB131215B 104.0700 68.2600 1.3800 23.040 2013-12-15 07:08:45.197 8.050e-006 -2.150
GRB131217B 227.7300 25.1600 3.1200 9.210 2013-12-17 04:23:28.060 5.750e-006 -2.150
GRB131227A 67.3780 28.8830 0.0003 18.000 2013-12-27 04:44:51.000 8.400e-007 -2.150
GRB131230A 91.1100 64.2900 11.0700 3.070 2013-12-30 12:41:27.116 5.910e-007 -2.150
GRB140102A 211.9190 1.3330 0.0003 10.496 2014-01-02 21:17:36.245 2.000e-005 -2.150
GRB140103A 232.1140 37.7520 0.0172 17.300 2014-01-03 00:30:43.000 6.000e-007 -2.150
GRB140108A 325.1120 58.7450 0.0004 97.800 2014-01-08 17:18:42.000 1.910e-005 0.600
GRB140110C 31.8600 65.1600 3.1900 81.150 2014-01-10 19:31:34.447 8.320e-006 -2.150
GRB140112A 8.4400 11.9900 7.1400 12.030 2014-01-12 01:26:46.894 1.600e-006 -2.150
GRB140113B 329.3700 18.1300 12.2800 4.610 2014-01-13 14:58:25.793 5.700e-007 -2.150
GRB140114A 188.5220 27.9510 0.0003 139.700 2014-01-14 11:57:40.000 3.200e-006 -2.150
GRB140122A 56.0800 15.0900 5.2600 3.590 2014-01-22 14:19:47.783 9.050e-007 -2.150
GRB140126A 208.7000 31.2800 5.8400 75.780 2014-01-26 19:33:41.643 5.350e-006 -2.150
GRB140204A 166.1100 62.5300 5.6400 71.170 2014-02-04 13:07:02.560 2.350e-006 -2.150
GRB140206A 145.3350 66.7610 0.0002 93.600 2014-02-06 07:17:20.000 1.470e-005 2.730
GRB140209A 81.3280 32.4880 0.0101 21.300 2014-02-09 07:30:57.000 9.500e-006 -2.150
GRB140211A 124.2330 20.2370 0.0142 89.400 2014-02-11 12:23:03.000 1.800e-006 -2.150
GRB140215A 104.1490 41.7860 0.0003 84.200 2014-02-15 04:07:10.000 1.840e-005 -2.150
GRB140216A 194.0400 31.4600 13.7300 2.430 2014-02-16 07:56:04.592 9.740e-007 -2.150
GRB140217A 359.3900 76.7500 3.0800 41.480 2014-02-17 01:01:41.999 3.080e-006 -2.150
GRB140218A 347.4800 44.5400 3.6200 53.500 2014-02-18 10:14:29.328 5.610e-006 -2.150
GRB140219B 221.9300 50.0000 8.2300 6.080 2014-02-19 07:38:54.449 2.700e-006 -2.150
GRB140224A 2.7800 20.3700 5.9300 2.300 2014-02-24 09:10:17.167 6.590e-007 -2.150
GRB140224B 23.7400 39.4800 3.6900 17.150 2014-02-24 18:55:19.824 2.420e-006 -2.150
GRB140226A 221.4920 14.9940 0.0006 15.000 2014-02-26 10:02:57.000 5.600e-006 -2.150
GRB140227A 235.3100 31.5500 8.1900 17.150 2014-02-27 17:43:06.586 7.140e-007 -2.150
GRB140304A 30.6430 33.4740 0.0003 31.750 2014-03-04 13:22:31.482 2.600e-006 5.390
GRB140305A 344.4970 15.4480 0.0172 13.700 2014-03-05 15:00:20.000 4.700e-007 -2.150
GRB140306A 27.9430 48.9750 0.1647 54.000 2014-03-06 03:29:44.404 1.350e-004 -2.150
GRB140308B 350.1600 73.0300 2.6700 12.030 2014-03-08 17:02:38.673 6.440e-006 -2.150
GRB140311A 209.3050 0.6420 0.0003 71.400 2014-03-11 21:05:16.000 2.300e-006 4.950
GRB140311B 252.3250 52.7240 0.0003 72.190 2014-03-11 21:14:35.646 7.900e-006 -2.150
GRB140311C 183.6500 62.8100 3.3200 14.330 2014-03-11 14:49:13.096 4.600e-006 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB140318A 184.0890 20.2090 0.0003 8.430 2014-03-18 00:09:07.000 2.900e-007 -2.150
GRB140319A 136.0100 81.5300 3.6400 50.370 2014-03-19 23:08:30.359 7.130e-006 -2.150
GRB140320B 145.5410 60.2790 0.0203 100.000 2014-03-20 09:26:00.000 5.000e-007 -2.150
GRB140320C 134.4180 71.2000 0.0304 30.000 2014-03-20 13:17:20.000 2.000e-007 -2.150
GRB140320D 87.8930 85.4290 3.7177 22.000 2014-03-20 20:21:38.309 2.100e-004 -2.150
GRB140328A 320.0400 17.9700 14.7000 4.160 2014-03-28 13:26:26.028 7.470e-007 -2.150
GRB140331A 134.8640 2.7170 0.0003 209.000 2014-03-31 05:49:48.000 6.700e-007 -2.150
GRB140404A 14.8900 78.8900 4.8800 84.990 2014-04-04 00:43:26.090 1.920e-006 -2.150
GRB140404B 172.7300 33.1800 2.1900 26.630 2014-04-04 04:06:47.514 8.180e-006 -2.150
GRB140406A 70.1000 13.5400 5.8600 37.120 2014-04-06 03:26:48.185 2.800e-006 -2.150
GRB140406B 357.5500 5.6300 2.6000 109.310 2014-04-06 02:52:13.758 1.150e-005 -2.150
GRB140414B 45.6800 13.8200 2.3000 25.600 2014-04-14 16:38:37.966 5.990e-006 -2.150
GRB140416A 40.1860 39.5270 4.1323 32.768 2014-04-16 01:26:36.209 7.200e-005 -2.150
GRB140419A 126.9900 46.2400 0.0003 94.700 2014-04-19 04:06:51.000 5.800e-005 3.956
GRB140423A 197.2850 49.8420 0.0002 134.000 2014-04-23 08:31:53.000 2.000e-005 3.260
GRB140428A 194.3650 28.3310 0.0223 17.420 2014-04-28 22:40:50.000 3.400e-007 4.700
GRB140429A 338.6000 34.8500 6.0900 9.220 2014-04-29 23:24:41.786 6.200e-007 -2.150
GRB140430A 102.9360 23.0240 0.0003 173.600 2014-04-30 20:33:36.000 1.100e-006 1.600
GRB140501B 62.7800 43.2500 2.7300 22.150 2014-05-01 11:55:10.490 6.970e-006 -2.150
GRB140502A 319.1880 48.9700 0.0003 16.900 2014-05-02 08:30:20.000 1.600e-006 -2.150
GRB140508A 255.6310 46.7470 0.2717 44.280 2014-05-08 03:03:54.598 6.240e-005 -2.150
GRB140508C 272.1000 72.5300 3.5600 50.440 2014-05-08 15:05:26.137 2.610e-006 -2.150
GRB140515A 186.0650 15.1050 0.0003 23.400 2014-05-15 09:12:36.000 5.900e-007 6.320
GRB140516B 115.1600 4.2900 7.7700 33.790 2014-05-16 16:47:38.662 2.280e-006 -2.150
GRB140516C 74.2800 32.8500 3.8100 22.010 2014-05-16 18:21:00.835 6.610e-006 -2.150
GRB140517A 127.7500 13.5700 2.1700 20.480 2014-05-17 19:31:17.692 4.480e-006 -2.150
GRB140518A 227.2310 42.3960 0.0182 60.500 2014-05-18 09:17:46.000 1.000e-006 4.707
GRB140519A 278.4700 34.4100 5.4300 47.610 2014-05-19 01:01:44.955 3.920e-006 -2.150
GRB140521A 320.1770 67.5870 0.0111 11.550 2014-05-21 17:34:18.731 2.990e-006 -2.150
GRB140521B 308.7300 38.8600 10.1000 46.590 2014-05-21 04:25:12.143 2.750e-006 -2.150
GRB140523A 133.3000 24.9500 0.4000 22.000 2014-05-23 03:05:57.811 5.130e-005 -2.150
GRB140603A 217.4500 25.9100 2.1300 138.240 2014-06-03 11:24:59.139 1.860e-005 -2.150
GRB140606B 327.1090 33.0470 2.1927 8.000 2014-06-06 03:11:50.769 6.600e-006 0.384
GRB140607A 86.3730 18.9040 0.0193 109.900 2014-06-07 17:13:31.000 2.200e-006 -2.150
GRB140608B 211.9600 53.8200 2.9100 6.400 2014-06-08 17:07:10.509 1.950e-006 -2.150
GRB140610C 121.7200 6.3200 1.0000 36.860 2014-06-10 13:09:06.401 1.840e-005 -2.150
GRB140614B 322.6310 14.9300 0.0003 49.800 2014-06-14 06:38:11.000 5.500e-007 -2.150
GRB140621A 25.0830 22.4240 0.7200 6.300 2014-06-21 19:50:07.000 1.130e-005 -2.150
GRB140628C 359.1500 31.5600 9.0400 75.520 2014-06-28 16:53:18.980 1.820e-006 -2.150
GRB140629A 248.9770 41.8770 0.0003 42.000 2014-06-29 14:17:30.000 3.400e-006 2.275
GRB140630A 27.5800 47.7300 2.2400 63.740 2014-06-30 12:07:52.823 7.630e-006 -2.150
GRB140703A 12.9960 45.1020 0.0003 84.220 2014-07-03 00:37:07.190 7.400e-007 3.140
GRB140705B 163.8600 56.9700 5.8300 26.880 2014-07-05 12:55:28.740 3.180e-006 -2.150
GRB140709A 304.6660 51.2220 0.0101 98.600 2014-07-09 01:13:41.000 8.800e-006 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB140709B 146.0540 63.5290 0.0004 155.000 2014-07-09 15:15:45.000 1.600e-005 -2.150
GRB140710A 41.0680 35.4990 0.0003 3.520 2014-07-10 10:16:40.000 2.300e-007 0.558
GRB140713A 281.1050 59.6340 0.0003 5.380 2014-07-13 18:43:45.303 5.200e-007 -2.150
GRB140714A 220.9900 40.3100 1.1400 132.100 2014-07-14 06:25:55.424 1.570e-005 -2.150
GRB140715A 65.0500 24.0700 1.5600 77.310 2014-07-15 05:33:18.161 9.650e-006 -2.150
GRB140716B 215.2300 57.0100 5.6700 3.330 2014-07-16 07:20:12.701 2.400e-007 -2.150
GRB140720B 141.3500 10.7600 11.6200 9.980 2014-07-20 06:43:43.125 1.880e-006 -2.150
GRB140723B 24.6300 11.1900 2.2300 45.060 2014-07-23 11:58:04.254 2.350e-005 -2.150
GRB140725A 13.3400 66.4500 5.2800 19.970 2014-07-25 14:00:06.867 1.510e-006 -2.150
GRB140727A 68.5300 57.6600 11.3700 13.820 2014-07-27 17:56:44.855 1.320e-006 -2.150
GRB140729A 193.9500 15.3500 0.3400 16.000 2014-07-29 00:36:53.751 2.000e-005 -2.150
GRB140801A 44.0690 30.9380 0.0004 7.170 2014-08-01 18:59:53.257 1.220e-005 1.320
GRB140808A 221.2220 49.2150 0.0006 338.000 2014-08-08 00:53:59.264 3.200e-006 3.290
GRB140809A 170.1100 72.3600 4.1100 69.120 2014-08-09 03:11:10.196 2.100e-006 -2.150
GRB140810A 119.0400 27.5500 0.1200 100.000 2014-08-10 18:46:11.433 1.500e-004 -2.150
GRB140817A 127.2640 58.1900 0.0003 244.000 2014-08-17 07:02:01.000 3.400e-006 -2.150
GRB140818A 199.5540 6.8880 0.0608 109.250 2014-08-18 05:30:09.122 3.680e-005 -2.150
GRB140819A 287.4900 24.1000 12.0200 6.650 2014-08-19 03:50:26.135 3.360e-007 -2.150
GRB140821A 174.7200 13.5300 1.0000 32.510 2014-08-21 23:56:02.841 6.310e-005 -2.150
GRB140824A 206.6170 33.2940 0.0003 3.090 2014-08-24 08:40:28.000 1.900e-007 -2.150
GRB140824B 18.3300 58.6400 1.4900 108.800 2014-08-24 14:33:12.039 1.500e-005 -2.150
GRB140824C 55.6300 4.3500 2.0600 4.090 2014-08-24 13:08:46.174 2.690e-006 -2.150
GRB140825B 342.8400 31.0900 2.6600 78.590 2014-08-25 07:52:45.567 7.810e-006 -2.150
GRB140827A 130.6500 35.8000 1.8200 20.990 2014-08-27 18:18:03.338 1.220e-005 -2.150
GRB140828A 142.0290 14.5690 0.0132 23.560 2014-08-28 06:54:12.179 3.500e-006 -2.150
GRB140829A 255.5900 55.9300 3.5300 77.560 2014-08-29 21:07:27.466 5.120e-006 -2.150
GRB140831B 4.2900 44.0100 9.9000 3.590 2014-08-31 08:59:07.217 1.090e-006 -2.150
GRB140906A 248.3600 49.5100 7.6600 37.630 2014-09-06 04:11:38.696 1.900e-006 -2.150
GRB140906B 185.8400 0.9800 1.6000 20.740 2014-09-06 10:18:02.364 9.910e-006 -2.150
GRB140907A 48.1460 46.6050 0.0002 79.200 2014-09-07 16:07:08.000 5.500e-006 1.210
GRB140917A 171.3700 20.4100 6.1800 16.520 2014-09-17 12:17:06.416 6.220e-006 -2.150
GRB140928B 163.7700 48.4700 7.0700 7.680 2014-09-28 02:23:23.977 2.780e-006 -2.150
GRB140930A 41.6100 57.5800 10.5300 3.260 2014-09-30 03:12:32.489 2.490e-007 -2.150
GRB141004A 76.7340 12.8190 0.0003 3.920 2014-10-04 23:20:54.000 2.200e-006 0.573
GRB141005A 291.0930 36.0950 0.0003 3.390 2014-10-05 05:13:06.968 2.600e-006 -2.150
GRB141015A 87.5190 18.3290 0.0004 11.000 2014-10-15 09:12:59.000 1.600e-007 -2.150
GRB141020A 224.9960 55.3130 0.0003 15.550 2014-10-20 07:48:39.000 4.600e-007 -2.150
GRB141026A 44.0840 26.9280 0.0003 146.000 2014-10-26 02:36:51.000 1.300e-006 -2.150
GRB141026B 132.8200 62.4800 13.3000 2.560 2014-10-26 17:48:07.097 3.970e-007 -2.150
GRB141029B 102.5000 25.0700 1.0000 202.440 2014-10-29 03:13:18.617 3.800e-005 -2.150
GRB141030A 161.3700 33.4000 6.6500 21.090 2014-10-30 17:54:13.884 -2.400e-006 -2.150
GRB141031B 356.9050 41.3530 0.0003 16.000 2014-10-31 14:56:45.000 2.500e-007 -2.150
GRB141031C 26.7200 45.9800 9.0100 38.660 2014-10-31 06:10:40.949 1.600e-006 -2.150
GRB141102C 114.2200 22.7300 12.7900 25.080 2014-11-02 18:41:18.957 8.440e-007 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB141109B 222.3030 73.1310 0.0003 54.200 2014-11-09 07:47:39.000 6.300e-007 -2.150
GRB141109C 204.2900 79.0300 2.7700 32.000 2014-11-09 10:43:57.808 5.210e-006 -2.150
GRB141118A 156.8740 19.0700 11.7580 8.448 2014-11-18 16:15:48.540 2.300e-006 -2.150
GRB141130A 222.8220 47.3190 0.0003 62.900 2014-11-30 23:10:56.000 8.790e-006 -2.150
GRB141206A 320.5600 2.4200 9.2900 4.610 2014-12-06 06:05:51.710 5.370e-007 -2.150
GRB141207A 159.9900 3.9100 0.2150 20.000 2014-12-07 19:11:22.452 4.870e-005 -2.150
GRB141208A 239.1600 10.9700 9.4900 14.330 2014-12-08 00:55:02.978 1.770e-006 -2.150
GRB141212B 250.8760 31.7500 0.0004 10.500 2014-12-12 13:23:48.000 1.650e-006 -2.150
GRB141220A 195.0580 32.1460 0.0122 8.448 2014-12-20 06:02:51.666 4.700e-006 1.319
GRB141221A 198.2870 8.2050 0.0003 36.900 2014-12-21 08:07:10.000 3.400e-006 -2.150
GRB141222B 97.4300 40.1300 1.0000 34.050 2014-12-22 16:34:30.340 2.330e-005 -2.150
GRB141225A 138.7780 33.7920 0.0003 56.320 2014-12-25 23:01:13.817 6.500e-006 0.915
GRB141226A 163.8500 28.3900 6.2600 38.650 2014-12-26 21:07:24.518 3.210e-006 -2.150
GRB141229B 170.1000 23.0600 4.3000 22.020 2014-12-29 21:52:10.852 2.150e-006 -2.150
GRB141230A 56.9800 1.5900 3.8600 9.860 2014-12-30 03:24:22.637 1.200e-006 -2.150
GRB141230B 181.4700 11.6500 4.2300 28.930 2014-12-30 20:00:25.666 3.160e-006 -2.150
GRB150106A 40.8300 0.3100 13.1400 79.880 2015-01-06 22:05:56.248 1.020e-006 -2.150
GRB150110A 217.0000 18.9000 1.0000 74.300 2015-01-10 10:23:38.232 2.810e-006 -2.150
GRB150110B 289.3750 32.5230 0.0003 10.600 2015-01-10 22:08:30.000 5.300e-007 -2.150
GRB150120B 39.2910 8.0780 0.0002 24.300 2015-01-20 07:21:55.000 5.400e-007 -2.150
GRB150120C 48.1100 26.9400 9.9400 56.830 2015-01-20 16:26:17.465 1.950e-006 -2.150
GRB150127C 300.6800 32.6600 9.6600 84.220 2015-01-27 22:26:38.543 1.770e-006 -2.150
GRB150128B 272.2700 27.7800 3.3200 85.250 2015-01-28 18:59:14.294 1.170e-005 -2.150
GRB150131A 16.1200 11.3600 5.8100 8.190 2015-01-31 08:03:02.497 1.450e-006 -2.150
GRB150131B 62.2700 19.2700 5.3100 8.200 2015-01-31 22:49:26.183 2.490e-006 -2.150
GRB150202B 86.7700 58.5500 1.0000 167.420 2015-02-02 23:59:08.273 3.150e-005 -2.150
GRB150203A 98.3990 6.9540 0.0004 25.800 2015-02-03 04:09:07.000 1.290e-006 -2.150
GRB150206B 220.5900 57.5000 6.7600 5.120 2015-02-06 09:46:27.485 1.100e-006 -2.150
GRB150210A 112.1500 13.2700 0.3300 31.300 2015-02-10 22:26:24.283 7.800e-005 -2.150
GRB150211A 254.8460 55.3900 0.0101 13.600 2015-02-11 11:52:11.000 2.400e-005 -2.150
GRB150211B 336.5600 38.9800 9.0800 18.430 2015-02-11 05:44:16.828 8.700e-007 -2.150
GRB150212A 285.4970 47.3890 0.0122 11.400 2015-02-12 10:57:19.000 8.900e-007 -2.150
GRB150213B 253.4520 34.1890 0.0003 181.000 2015-02-13 22:31:30.000 3.000e-006 -2.150
GRB150226B 51.1000 28.4800 2.5800 174.600 2015-02-26 13:05:23.154 8.630e-006 -2.150
GRB150226C 157.7600 18.3700 11.3000 32.760 2015-02-26 22:45:49.001 8.420e-007 -2.150
GRB150302A 175.5310 36.8110 0.0006 23.740 2015-03-02 05:42:36.000 2.600e-007 -2.150
GRB150309A 277.1020 86.4290 0.0003 242.000 2015-03-09 23:03:06.000 3.900e-005 -2.150
GRB150314A 126.6700 63.8340 0.0003 10.690 2015-03-14 04:54:50.854 8.530e-005 1.758
GRB150317A 138.9850 55.4660 0.0004 23.290 2015-03-17 04:22:42.000 6.500e-007 -2.150
GRB150323A 128.1780 45.4650 0.0003 149.600 2015-03-23 02:49:14.000 1.100e-005 0.593
GRB150323B 260.4470 38.3160 0.0250 56.320 2015-03-23 09:28:39.209 2.190e-005 -2.150
GRB150323C 192.6170 50.1910 0.0003 43.270 2015-03-23 17:05:09.638 2.500e-006 -2.150
GRB150326A 345.3900 8.1900 12.1100 5.890 2015-03-26 12:30:42.320 4.690e-007 -2.150
GRB150330A 331.0280 52.2970 1.0617 194.560 2015-03-30 19:52:18.572 1.280e-004 -2.150
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Table A.1: List of the 468 long GRBs used in the presented analysis. A
redshift of -2.150 indicates that the redshift of that GRB was not mea-
sured.

Name RA(deg) Decl(deg) Err(deg) T90(s) Date UT(Trigger) F(Erg/cm2) Z
GRB150411A 342.7500 28.3900 12.0100 15.360 2015-04-11 00:37:49.347 7.030e-007 -2.150
GRB150413A 190.3960 71.8390 0.0193 263.600 2015-04-13 13:54:58.000 1.420e-005 3.139
GRB150416A 58.7500 52.9600 1.9300 33.280 2015-04-16 18:33:25.965 6.240e-006 -2.150
GRB150426B 283.5200 0.6500 3.2500 61.700 2015-04-26 22:59:10.683 6.180e-006 -2.150
GRB150428A 188.5390 6.9540 0.0003 53.200 2015-04-28 01:30:40.000 1.610e-005 -2.150
GRB150428B 292.6390 4.1250 0.0003 130.900 2015-04-28 03:12:03.000 3.700e-006 -2.150
GRB150428D 242.3300 69.5100 6.0600 32.510 2015-04-28 07:19:02.950 1.530e-006 -2.150
GRB150502A 241.4600 42.0600 1.0000 109.310 2015-05-02 10:25:55.163 2.550e-005 -2.150
GRB150506A 176.2500 7.5600 1.4600 6.780 2015-05-06 09:33:47.785 3.560e-006 -2.150
GRB150510A 15.1380 4.9850 0.3600 62.000 2015-05-10 03:19:48.505 1.900e-004 -2.150
GRB150512A 200.5000 59.1100 3.6400 123.140 2015-05-12 10:22:25.873 2.170e-005 -2.150



APPENDIX

B
Variables used in the BDT

In this appendix, the distributions of the variables used in the BDT are presented. The expla-
nation of these variables as well as their importance in the BDT are given in Table 4.4.
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Figure B.1: avgDistCenterR
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Figure B.2: avgDistCenterZ
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Figure B.3: avgDistTrack
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Figure B.4: avgQtotDom
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Figure B.5: cogZ
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Figure B.6: cogZSigma
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Figure B.7: DW_Lf4DW
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Figure B.8: DWZtravel
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Figure B.9: LineFit_GeoSplit
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Figure B.10: LineFit_HiveSplit_Qual
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Figure B.11: MPEFit_Qual
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Figure B.12: MPEFit_GeoSplit
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Figure B.13: MuEx_LF
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Figure B.14: MuEx_MPE
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Figure B.15: MuEx_Sigma
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Figure B.16: MuEx4MPE_HiveSplit_zen
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Figure B.17: trEmpLength
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Figure B.18: trHitSepLength
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Figure B.19: ZTravel
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Figure B.20: ZTravel
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